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MUTUALLY DEPENDENT DECISION PROCESSES MODELS

Toshiharu Fujita

Abstract

We introduce a new framework for dynamic programming called mutually dependent decision processes (MDDPs). Each MDDPs model is constructed from two or more finite-stage deterministic decision processes. At each stage, the reward in one process depends on the optimal values of the other processes, whose initial state is determined by the current state and decision of the original process. We formulate the MDDPs models and derive their mutually dependent recursive equations by dynamic programming.

1. Introduction

Dynamic programming [1] is a powerful tool for solving various problems. However, it cannot be denied that plenty of problems which cannot be handled by dynamic programming still exist. Here, we propose a novel framework of dynamic programming theory that extends the applicability of dynamic programming methods. In this framework, called mutually dependent decision processes (MDDPs), each MDDPs model is constructed from at least two finite-stage deterministic decision processes. At each stage, the reward in one process depends on the optimal values of the other processes. The initial state is determined by the current state and the decision of the original process. To some extent, the transition structure yielded by our models can be regarded as a nonserial system [10, 2]. However, the emergence of a mutually dependent structure through reward functions is an entirely novel concept. Here, the MDDPs are newly constructed on a nonserial transition system.

Section 2 introduces our basic model involving two decision processes. Each decision process is an ordinary additive process. We also introduce mutual dependency and derive the mutually dependent recursive equations. Section 3 discusses the associative reward systems, whose recursive equations are derived by an invariant embedding technique. Section 4 formulates our general model. Specifically, we state the recursive equations of the MDDPs with more than two processes and generalize the model criteria.

Our models enable easier treatment of some classes of complex multi-stage decision processes.

2. Basic model

In this section, we formulate our basic model of MDDPs. This model comprises two additive decision processes; the main-process and sub-process. The main-process
\( P(x_0) \) is formulated as follows:

\[
\begin{align*}
\text{Maximize} & \quad r(x_0, u_0) + r(x_1, u_1) + \cdots + r(x_{N-1}, u_{N-1}) + r_G(x_N) \\
\text{subject to} & \quad x_{n+1} = f_{XX}(x_n, u_n) \quad n = 0, 1, \ldots, N - 1 \\
& \quad u_n \in U(x_n) \quad n = 0, 1, \ldots, N - 1 \\
& \quad (N = N(x_0, u_0, x_1, u_1, \ldots) = \max\{n : x_n \notin T_X\} + 1),
\end{align*}
\]

where

1. \( X \) is a nonempty finite set called the state space and \( T_X \subset X \) denotes the terminal state set. The transition is terminated if \( x_n \in T_X \). \( x_n \in X \) represents the state of the process at time \( n \), with \( n = 0, 1, \ldots, N \). The initial state \( x_0 \in X \setminus T_X \) is specified at the beginning of the process.

2. \( U \) is a nonempty finite set called the decision space. \( u_n \in U \) represents the selected action at time \( n \), with \( n = 0, 1, \ldots, N - 1 \). The power set of \( U \) is denoted by \( 2^U \):

\[ 2^U = \{ A : A \text{ is a set} \mid A \subseteq U \}. \]

Furthermore, we denote a point-to-set valued mapping from \( X \setminus T_X \) to \( 2^U \setminus \{ \emptyset \} \) by \( U \). \( U(x) \), called the feasible decision space, represents the set of all feasible actions in state \( x \). Let \( G_r(U) \) denote the graph of \( U(\cdot) \):

\[ G_r(U) = \{(x, u) \mid u \in U(x), x \in X \setminus T_X\}. \]

3. \( r : G_r(U) \to \mathbb{R} \) is the reward function, where \( \mathbb{R} = (-\infty, \infty) \). At each stage, an action \( u \) selected in state \( x \) confers a reward \( r(x, u) \). The function \( r_G : X \to \mathbb{R} \) is the terminal reward function.

4. \( f_{XX} : X \times U \to X \) is a deterministic transition law. If a process in state \( x \) selects action \( u \), it deterministically proceeds to the next state \( f_{XX}(x, u) \).

Similarly, the sub-process \( Q(y_0) \) is formulated as follows:

\[
\begin{align*}
\text{Maximize} & \quad q(y_0, v_0) + q(y_1, v_1) + \cdots + q(y_{N-1}, v_{N-1}) + q_G(y_N) \\
\text{subject to} & \quad y_{n+1} \sim f_{YY}(y_n, v_n) \quad n = 0, 1, \ldots, N - 1 \\
& \quad v_n \in V(y_n) \quad n = 0, 1, \ldots, N - 1 \\
& \quad (N = N(y_0, v_0, y_1, v_1, \ldots) = \max\{n : y_n \notin T_Y\} + 1),
\end{align*}
\]

where

1'. \( Y \) is a nonempty finite set called the state space, and \( T_Y \subset Y \) denotes the terminal state set. The transition is terminated if \( y_n \in T_Y \). \( y_n \in Y \) represents the state of the process at time \( n \), with \( n = 0, 1, \ldots, N \). The initial state \( y_0 \in Y \setminus T_Y \) is specified at the beginning of the process.
2’. \( V \) is a nonempty finite set called the decision space. \( v_n (\in V) \) represents the action chosen at time \( n, n = 0, 1, \ldots, N - 1 \). Furthermore, we denote a point-to-set valued mapping from \( Y \setminus T_Y \) to \( 2^V \setminus \{\phi\} \) by \( V(y) \), called the feasible decision space, represents the set of all feasible actions in state \( y \).

3’. \( q : G_r(V) \rightarrow \mathbb{R} \) is the reward function. At each stage, an action \( v \) selected in state \( y \) confers a reward \( q(y,v) \). The function \( q_G : Y \rightarrow \mathbb{R} \) is the terminal reward function.

4’. \( f_{YY} : Y \times V \rightarrow Y \) is a deterministic transition law.

We now introduce two transition laws that connect the state spaces \( X \) and \( Y \): \( f_{XY} : X \times U \rightarrow Y, \quad f_{YX} : Y \times V \rightarrow X. \)

The initial state of a sub-process problem is given by the transition \( f_{XY} \), which depends on the state \( x_n \) and decision \( u_n \) of the main-process at time \( n \). Conversely, the initial state of a main-process problem is given by the transition \( f_{YX} \), which depends on the state \( y_n \) and decision \( v_n \) of the sub-process at time \( n \).

The rewards \( r \) and \( q \) are then defined as follows:

\[
\begin{align*}
    r(x,u) &= \begin{cases} 
    q_G(y_0) & y_0 = f_{XY}(x,u) \in T_Y, \\
    \max_{y_{n+1}=f_{XY}(y_n,u_n)} \left[ q(y_0,v_0) + \cdots + q(y_{N-1},v_{N-1}) + q_G(y_N) \right] & y_0 = f_{XY}(x,u) \notin T_Y, \\
    r_G(x_0) & x_0 = f_{YX}(y,v) \in T_X, \\
    \max_{x_{n+1}=f_{YX}(x_n,u_n)} \left[ r(x_0,u_0) + \cdots + r(x_{N-1},u_{N-1}) + r_G(x_N) \right] & x_0 = f_{YX}(y,v) \notin T_X.
    \end{cases}
\end{align*}
\]

In this formulation, \( r(x,u) \) is the maximum value of the sub-process problem with the corresponding initial state \( y_0 = f_{XY}(x,u) \). In particular, when \( y_0 \) is a terminal state, \( r(x,u) \) equals the terminal reward \( q_G(y_0) \). Similarly, \( q(y,v) \) is the maximum value of the main-process problem with initial state \( x_0 = f_{YX}(y,v) \). We assume a finite maximum length of all state sequences along the alternating processes.

The goal is to get the maximum value of the main-process problem \( P(x_0) \), where \( x_0 \in X \setminus T_X \) is a given initial state. This problem is denoted by \( (P, Q, x_0) \).

We now give recursive equations for \( (P, Q, x_0) \). Each process is an ordinary additive decision process. Therefore, both processes are treated in the standard way [3]. The optimal values \( v(x_0) \) of the main-process with initial state \( x_0 \in X \) are given by

\[
\begin{align*}
    v(x_0) &= r_G(x_0) & x_0 \in T_X, \\
    v(x_0) &= \max_{x_{n+1}=f_{YX}(x_n,u_n)} \left[ r(x_0,u_0) + \cdots + r(x_{N-1},u_{N-1}) + r_G(x_N) \right] & x_0 \notin T_X,
\end{align*}
\]

and the recursive equation is obtained as follows:
Recursive equation (main-process)
\[ v(x) = r_G(x) \quad x \in T_X, \]
\[ v(x) = \max_{u \in U(x)} [r(x, u) + v(f_{XX}(x, u))] \quad x \notin T_X. \]

Similarly, the optimal value \( w(y_0) \) of the sub-process with initial states \( y_0 \in Y \) is computed as:
\[ w(y_0) = q_G(y_0) \quad y_0 \in T_Y, \]
\[ w(y_0) = \max_{y_{n+1} = f_{YY}(y_n, v_n)} \left[ q(y_0, v_0) + \cdots + q(y_{N-1}, v_{N-1}) + q_G(y_N) \right] \quad y_0 \notin T_Y. \]

and the recursive equation is given as follows:

Recursive equation (sub-process)
\[ w(y) = q_G(y) \quad y \in T_Y, \]
\[ w(y) = \max_{v \in V(y)} \left[ q(y, v) + w(f_{YY}(y, v)) \right] \quad y \notin T_Y. \]

Furthermore, specifying the reward functions \( r \) and \( q \) as \( w \) and \( v \) respectively, we obtain
\[ r(x, u) = w(f_{XY}(x, u)), \quad q(y, v) = v(f_{YY}(y, v)). \]

These formulations are collected into the following theorem.

**Theorem 2.1.** We have the following mutually dependent recursive equations.
\[ v(x) = r_G(x) \quad x \in T_X, \]
\[ v(x) = \max_{u \in U(x)} [w(f_{XY}(x, u)) + v(f_{XX}(x, u))] \quad x \notin T_X, \]
\[ w(y) = q_G(y) \quad y \in T_Y, \]
\[ w(y) = \max_{v \in V(y)} [v(f_{XY}(y, v)) + w(f_{YY}(y, v))] \quad y \notin T_Y. \]

The above recursive equations yield the desired optimal value \( v(x_0) \) of \((P, Q, x_0)\).

Then, letting
\[ \pi^*_x(x) \in \arg\max_{u \in U(x)} [w(f_{XY}(x, u)) + v(f_{XX}(x, u))] \quad x \notin T_X, \]
\[ \pi^*_y(y) \in \arg\max_{v \in V(y)} [v(f_{XY}(y, v)) + w(f_{YY}(y, v))] \quad y \notin T_Y, \]
we obtain a pair of optimal Markov policies \((\pi_X^*, \pi_Y^*)\) for the target MDDPs problem \((P, Q, x_0)\).

3. **Associative reward**

We now introduce associative reward systems into the MDDPs. The notations are those of the preceding section, and sets \(C\) and \(D\) are subsets of \(\mathbb{R}\). We note that decision process with additive reward system has an optimal solution in Markov policy class [3]. However, a decision process with an associative reward system might yield no optimal solution in the Markov policy class. By generalizing the policy class, we can guarantee an optimal policy in any associative reward system [4, 5, 7, 8].

In the main-process, \(P_A(x_0)\) and \(Q_A(y_0)\) are respectively given as follows:

\[
P_A(x_0) \quad \text{Maximize} \quad r(x_0, u_0) \circ r(x_1, u_1) \circ \cdots \circ r(x_{N-1}, u_{N-1}) \circ r_G(x_N)
\]

subject to \(x_{n+1} = f_{XX}(x_n, u_n) \quad n = 0, 1, \ldots, N - 1\)

\[
\sigma = (\sigma_0, \sigma_1, \ldots, \sigma_{N-1}) \in \Sigma
\]

\[
(N = N(x_0, u_0, x_1, u_1, \ldots) = \max\{n : x_n \notin T_X\} + 1),
\]

where

5. \(\circ: C \times C \to C\) is a binary operator that satisfies the associative law:

\[
a \circ (b \circ c) = (a \circ b) \circ c \quad a, b, c \in C.
\]

We assume that there exists a left identity element \(\tilde{A}\) in \(C\):

\[
\tilde{A} \circ a = a \quad a \in D.
\]

6. \(\sigma_n: X^{n+1} \to U, \ n = 0, 1, \ldots, N - 1\) is an \(n\)th general decision function that gives decision \(u_n = \sigma_n(x_0, x_1, \ldots, x_n) \in U(x_n)\) at time \(n\). Therefore, each decision at time \(n\) depends on the sequence of states up to time \(n\). The sequence \(\sigma = (\sigma_0, \sigma_1, \ldots, \sigma_{N-1})\) is called a general policy and the set of all general policies is denoted by \(\Sigma\).

\[
Q_A(y_0) \quad \text{Maximize} \quad q(y_0, v_0) \bullet q(y_1, v_1) \bullet \cdots \bullet q(y_{N-1}, v_{N-1}) \bullet q_G(y_N)
\]

subject to \(y_{n+1} \sim f_{YY}(y_n, v_n) \quad n = 0, 1, \ldots, N - 1\)

\[
\gamma = (\gamma_0, \gamma_1, \ldots, \gamma_{N-1}) \in \Gamma
\]

\[
(N = N(y_0, v_0, y_1, v_1, \ldots) = \max\{n : y_n \notin T_Y\} + 1),
\]

where

5'. \(\bullet: D \times D \to D\) is a binary operator satisfying the associative law. We assume that \(D\) contains a left identity element \(\mu\).
$6' \quad \gamma_n: Y^{n+1} \rightarrow U, \ n = 0, 1, \ldots, N-1$ is an $n$th general decision function that gives decision $v_n = \gamma_n(y_0, y_1, \ldots, y_n) \in V(y_n)$ at stage $n$. The set of all general policies is denoted by $\Gamma$.

The reward functions are given as follows:

$$r(x, u) = \begin{cases} q_G(y_0) \\ \max_{y \in \Gamma, y_{n+1} = f_{XY}(y_n, v_n)} \left[ q(y_0, v_0) \cdot \cdots \cdot q(y_{N-1}, v_{N-1}) \cdot q_G(y_N) \right] \end{cases} \quad \text{for } y_0 = f_{XY}(x, u) \in T_Y,$$

$$q(y, v) = \begin{cases} r_G(x_0) \\ \max_{\sigma \in \Sigma, x_{n+1} = f_{XY}(x_n, u_n)} \left[ r(x_0, u_0) \circ \cdots \circ r(x_{N-1}, u_{N-1}) \circ r_G(x_N) \right] \end{cases} \quad \text{for } x_0 = f_{XY}(y, v) \in T_X.$$

We now introduce the recursive equations of $(P_A, Q_A, \varnothing_0)$. First we imbed the main-process problem $P_A(x_0)$ into the following problem with a parameter $\lambda \in C$ and its optimal value is denoted by $V(x_0, \lambda)$ as follows:

$$V(x_0, \lambda) = \lambda \circ r_G(x_0) \quad \text{for } x_0 \in T_X, \ \lambda \in C,$$

$$V(x_0, \lambda) = \max_{\sigma \in \Sigma, x_{n+1} = f_{XY}(x_n, u_n)} \left[ \lambda \circ r(x_0, u_0) \circ \cdots \circ r(x_{N-1}, u_{N-1}) \circ r_G(x_N) \right] \quad \text{for } x_0 \notin T_X, \ \lambda \in C.$$

Similarly, we consider the following imbedded problem with a parameter $\mu \in D$ for the sub-process with initial state $y_0 \in Y$ and optimal value function $W$.

$$W(y_0, \mu) = \mu \cdot q_G(y_0) \quad \text{for } y_0 \in T_Y, \ \mu \in D,$$

$$W(y_0, \mu) = \max_{y \in \Gamma, y_{n+1} = f_{XY}(y_n, v_n)} \left[ \mu \cdot q(y_0, v_0) \cdot \cdots \cdot q(y_{N-1}, v_{N-1}) \cdot q_G(y_N) \right] \quad \text{for } y_0 \notin T_Y, \ \mu \in D.$$

The recursive equations of the imbedded problems are obtained as follows [6, 8]:

**Recursive Equation (Imbedded Main-process)**

$$V(x, \lambda) = \lambda \circ r_G(x) \quad x \in T_X, \ \lambda \in C,$$

$$V(x, \lambda) = \max_{\mu \in U(x)} \left[ V(f_{XY}(x, u), \lambda \circ r(x, u)) \right] \quad x \notin T_X, \ \lambda \in C.$$  

(1)

**Recursive Equation (Imbedded Sub-process)**

$$W(y, \mu) = \mu \cdot q_G(y) \quad y \in T_Y, \ \mu \in D,$$

$$W(y, \mu) = \max_{\sigma \in V(y)} \left[ W(f_{YY}(y, v), \mu \cdot q(y, v)) \right] \quad y \notin T_Y, \ \mu \in D.$$  

(2)

These formulations are collected into the following theorem.
Theorem 3.1. The mutually dependent recursive equations for \((P_A, Q_A, \bar{x}_0)\) are given by

\[
V(x, \lambda) = \lambda \circ r_G(x) \quad x \in T_X, \lambda \in C,
\]
(3)

\[
V(x, \lambda) = \max_{u \in U(x)} [V(f_{XY}(x, u), \lambda \circ W(f_{XY}(x, u), \bar{\mu}))] \quad x \notin T_X, \lambda \in C,
\]

\[
W(y, \mu) = \mu \cdot q_G(y) \quad y \in T_Y, \mu \in D,
\]

(4)

\[
W(y, \mu) = \max_{v \in V(y)} [W(f_{YY}(y, v), \mu \cdot V(f_{YY}(y, v), \bar{\lambda}))] \quad y \notin T_Y, \mu \in D.
\]

The optimal value of \((P_A, Q_A, \bar{x}_0)\) is given by \(V(\bar{x}_0, \bar{\lambda})\).

Proof. It is easy to show that \(V(x_0, \bar{\lambda})\) and \(W(y_0, \bar{\mu})\) are the optimal values of the original main-process problem \(P_A(x_0)\) and original sub-process problem \(Q_A(y_0)\), respectively. Thus, from the definition of the reward functions, we have \(r(x, y) = W(f_{XY}(x, u), \bar{\mu})\) and \(q(y, v) = V(f_{YY}(y, v), \bar{\lambda})\). Therefore, Eqs. (1) and (2) are obviously equivalent to Eqs. (3) and (4), respectively. \(\square\)

Moreover, letting

\[
\pi^*_X(x, \lambda) \in \text{argmax}_{u \in U(x)} [V(f_{XY}(x, u), \lambda \circ W(f_{XY}(x, u), \bar{\mu}))] \quad x \notin T_X, \lambda \in C
\]

and

\[
\pi^*_Y(y, \mu) \in \text{argmax}_{v \in V(y)} [W(f_{YY}(y, v), \mu \cdot V(f_{YY}(y, v), \bar{\lambda}))] \quad y \notin T_Y, \mu \in D,
\]

we obtain a pair of parameterized optimal Markov policies \((\pi^*_X, \pi^*_Y)\) for the imbedded MDDPs.

Optimal general policies \(\sigma^* = \{\sigma^*_0, \sigma^*_1, \ldots, \sigma^*_N\}\) and \(\gamma^* = \{\gamma^*_0, \gamma^*_1, \ldots, \gamma^*_N\}\) for \((P_A, Q_A, \bar{x}_0)\) are then constructed from \((\pi^*_X, \pi^*_Y)\) by the following procedures.

Procedure A. Let \(x_0 = \bar{x}_0\) and execute Procedure B with \(x_0\).

Procedure B (Input: initial state \(x_0\)). Let \(\lambda_0 = \bar{\lambda}\) and put

\[
\sigma_0^*(x_0) = \pi^*_X(x_0, \lambda_0).
\]

Next, let \(x_1 = f_{XX}(x_0, \sigma_0^*(x_0)), \lambda_1 = \lambda_0 \circ r(x_0, \sigma_0^*(x_0))\) and put

\[
\sigma_1^*(x_0, x_1) = \pi^*_X(x_1, \lambda_1).
\]
Generally, for \( n = 1, 2, 3, \ldots \) such that \((x_0, x_1, \ldots, x_{n-1}) \in (X \setminus T_X)^n\),
\[
x_n = f_{XY}(x_{n-1}, \sigma_{n-1}^x(x_0, x_1, \ldots, x_{n-1})),
\]
\[
\lambda_n = \lambda_{n-1} \circ r(x_{n-1}, \sigma_{n-1}^x(x_0, x_1, \ldots, x_{n-1})),
\]
\[
\sigma_n^x(x_0, x_1, \ldots, x_n) = \pi_X^x(x_n, \lambda_n).
\]
For each state sequence \( x_0, x_1, \ldots, x_m \) \((m = 0, 1, \ldots)\) generated in this procedure, if \( y_0 = f_{XY}(x_m, \sigma_m^x(x_0, x_1, \ldots, x_m)) \) is not a terminal state, then execute Procedure C with \( y_0 \).

**PROCEDURE C** (Input: initial state \( y_0 \)). Let \( \mu_0 = \bar{\mu} \) and put
\[
\gamma_0^x(y_0) = \pi_Y^x(y_0, \mu_0).
\]
For \( n = 1, 2, 3, \ldots \) such that \((y_0, y_1, \ldots, y_{n-1}) \in (Y \setminus T_Y)^n\),
\[
y_n = f_{YY}(y_{n-1}, \gamma_{n-1}^x(y_0, y_1, \ldots, y_{n-1})),
\]
\[
\mu_n = \mu_{n-1} \circ g(y_{n-1}, \gamma_{n-1}^x(y_0, y_1, \ldots, y_{n-1})),
\]
\[
\gamma_n^x(y_0, y_1, \ldots, y_n) = \pi_Y^x(y_n, \mu_n).
\]
For each state sequence \( y_0, y_1, \ldots, y_m \) \((m = 0, 1, \ldots)\) generated in this procedure, if \( x_0 = f_{XY}(y_m, \gamma_m^x(y_0, y_1, \ldots, y_m)) \) is not a terminal state, then execute Procedure B with \( x_0 \).

Note that Procedures B and C are recursively executed until the terminal state is reached.

### 4. General model

In this section, we generalize the above model to more than two decision processes. Furthermore, all objective functions are functions of an associative reward, and each reward function of one process is a function of the optimal values of the other decision processes. The first process \( P_1(x_0) \) \((x_0 \in X_1 \setminus T_1)\) and the \( i \)th process \( P_i(x_0, c) \) \((x_0 \in X_i \setminus T_i, c \in D_i, i = 2, 3, \ldots, m)\) are respectively given by

\[
P_1(x_0) \quad \text{Maximize} \quad g_1(r_1(x_0, u_0) \circ_1 r_1(x_1, u_1) \circ_1 \cdots \circ_1 r_1(x_{N-1}, u_{N-1}) \circ_1 k_1(x_N))
\]
subject to
\[
x_{n+1} = f_{i1}(x_n, u_n) \quad n = 0, 1, \ldots, N - 1
\]
\[
\sigma_1 = (\sigma_{10}, \sigma_{11}, \ldots, \sigma_{1(N-1)}) \in \Sigma_1
\]
\[
(N = N(x_0, u_0, x_1, u_1, \ldots) = \max\{n : x_n \notin T_1\} + 1),
\]
The optimal values of $P_i(x_0, c)$

Maximize \( g_i(c, r_i(x_0, u_0) \circ_i r_i(x_1, u_1) \circ_i \cdots \circ_i r_i(x_{N-1}, u_{N-1}) \circ_i k_i(x_N)) \)

subject to \( x_{n+1} = f_{i}(x_n, u_n) \)
\( n = 0, 1, \ldots, N - 1 \)
\( \sigma_i = (\sigma_{i0}, \sigma_{i1}, \ldots, \sigma_{i(N-1)}) \in \Sigma_i \)
\( (N = N(x_0, u_0, x_1, u_1, \ldots) = \max\{n : x_n \notin T_i\} + 1) \),

where the components of the \( i \)th process \( (i = 1, 2, \ldots, m) \) are defined as follows:

i. \( X_i \) (a nonempty finite set) is the state space and \( T_i \subset X_i \) denotes the terminal state set.

ii. \( U_i \) (a nonempty finite set) is the decision space. \( u_n (\in U_i) \) represents the selected action at time \( n \), with \( n = 0, 1, \ldots, N - 1 \). Furthermore, we denote a point-to-set valued mapping from \( X_i \setminus T_i \) to \( 2^{U_i \setminus \{\phi\}} \) by \( U_i(x) \) is called a feasible decision space.

iii. The functions \( r_i : G_i(U_i) \rightarrow D_i \) and \( k_i : X_i \rightarrow D_i \) are the reward and terminal reward functions, respectively, where \( D_i \subset \mathbb{R} \).

iv. \( f_{ij} : X_i \times U_i \rightarrow X_j \) is a deterministic transition law.

v. The operator \( \circ_i : D_i \times D_i \rightarrow D_i \) is an associative binary operator:
\( a \circ_i (b \circ_i c) = (a \circ_i b) \circ_i c \quad a, b, c \in D_i. \)

The binary operator is assumed to have a left identity element \( e_i \):
\( e_i \circ_i a = a \quad a \in D_i. \)

The function \( g_i : D_i \rightarrow \mathbb{R} \) is a utility function.

vi. \( \sigma_i^n : X_i^{n+1} \rightarrow U_i, n = 0, 1, \ldots, N - 1 \) is the \( n \)th general decision function. The sequence \( \sigma_i = (\sigma_{i0}, \sigma_{i1}, \ldots, \sigma_{i(N-1)}) \) is called a general policy and the set of all general policies is denoted by \( \Sigma_i \).

The optimal values of \( P_i(x_0) (x_0 \in X_1 \setminus T_1) \) and \( P_i(x_0, c) (x_0 \in X_1 \setminus T_1, c \in D_i, i = 2, 3, \ldots, m) \) are denoted by \( V_1(x_0) \) and \( V_i(x_0, c) \), respectively. Especially, if \( x_0 \) is a terminal state of the \( i \)th process, we have
\( V_1(x_0) = g_1(k_1(x_0)), \quad V_i(x_0, c) = g_i(c, k_i(x_0)) \quad i = 2, 3, \ldots, m. \)

The following transition laws connect the state space \( X_i \) to state space \( X_j \):
\( f_{ij} : X_i \times U_i \rightarrow X_j \quad i, j = 1, 2, \ldots, m; i \neq j. \)

Then, the reward function for the \( i \)th process is given by
\( r_i(x, u) = R_i(x, u, V_1(f_{i1}(x, u)), V_2(f_{i2}(x, u), c_{i2}(x, u)), \ldots, \)
\( V_{i-1}(f_{(i-1)}(x, u), c_{(i-1)}(x, u)), V_{i+1}(f_{(i+1)}(x, u), c_{(i+1)}(x, u)), \ldots, \)
\( V_m(f_{im}(x, u), c_{im}(x, u))) \quad i = 1, 2, \ldots, m, \)
where

\[ R_i : G_i(U_i) \times \mathbb{R}^{n-1} \rightarrow D_i \quad i = 1, 2, \ldots, m, \]
\[ c_{ij} : G_i(U_i) \rightarrow D_j \quad i = 1, 2, \ldots, m; \quad j = 2, 3, \ldots, m; \quad i \neq j. \]

We assume a finite maximum length of all state sequences along the recursive processes. The aim is to get the maximum value of \( P_i(\bar{x}_0) \), where \( \bar{x}_0 \in X_1 \backslash T_1 \) is a given initial state. This problem is denoted by \( (\{P_i\}_{i=1}^m, \bar{x}_0) \).

The recursive equations are induced by the following imbedded problems, where \( W_i \) denotes the optimal value function of the imbedded \( i \)th process problem. For \( i = 1 \), \( W_i \) is defined as follows:

\[ W_1(x_0, \lambda) = g_1(\lambda \circ_1 k_1(x_0)) \quad x_0 \in T_1, \lambda \in D_1, \]
\[ W_1(x_0, \lambda) = \max_{\sigma_i \in \Sigma_i, u_{n+1} = f_i(x_n, u_n)} [g_i(\lambda \circ_1 r_1(x_0, u_0) \circ_1 \cdots \circ_1 r_1(x_{n-1}, u_{n-1}) \circ_1 k_1(x_n))] \quad x_0 \notin T_1, \lambda \in D_1, \]

and for \( i = 2, 3, \ldots, m, \)

\[ W_i(x_0, c, \lambda) = g_i(c, \lambda \circ_i k_i(x_0)) \quad x_0 \in T_i, \lambda \in D_i, \]
\[ W_i(x_0, c, \lambda) = \max_{\sigma_i \in \Sigma_i, u_{n+1} = f_i(x_n, u_n)} [g_i(c, \lambda \circ_i r_i(x_0, u_0) \circ_i \cdots \circ_i r_i(x_{n-1}, u_{n-1}) \circ_i k_i(x_n))] \quad x_0 \notin T_i, \lambda \in D_i. \]

**Lemma 4.1.** The imbedded \( i \)th process problems are solved by the following recursive equations. For \( i = 1 \), we have

\[ W_1(x, \lambda) = g_1(\lambda \circ_1 k_1(x)) \quad x \in T_1, \lambda \in D_1, \]
\[ W_1(x, \lambda) = \max_{u \in U_i(x)} [W_1(f_1(x, u), \lambda \circ_1 r_1(x, u))] \quad x \notin T_1, \lambda \in D_1. \]  

(5)

and for \( i = 2, 3, \ldots, m, \)

\[ W_i(x, c, \lambda) = g_i(c, \lambda \circ_i k_i(x)) \quad x \in T_i, \lambda \in D_i, \]
\[ W_i(x, c, \lambda) = \max_{u \in U_i(x)} [W_i(f_i(x, u), c, \lambda \circ_i r_i(x, u))] \quad x \notin T_i, \lambda \in D_i. \]  

(6)

**Proof.** Given that \( c \) is constant through all stages in the \( i \)th process \( P_i(x_0, c) \) \((i = 2, 3, \ldots, m)\), Eqs. (5) and (6) are essentially equivalent. Therefore, it is sufficient to show that Eq. (5) holds. Furthermore, although \( P_i(x_0) \) appears superficially different from \( P_A(x_0) \) (or \( Q_A(y_0) \)) in the previous section, Eqs. (1) and (5) are of the same form. Therefore, the truth of Eq. (5) can be demonstrated as described in [6].

\[ \square \]
Theorem 4.1. We have the following mutually dependent recursive equations.

\[
W_1(x, \lambda) = g_1(\lambda \circ_1 k_1(x)) \quad x \in T_1, \lambda \in D_1,
\]

\[
W_1(x, \lambda) = \max_{u \in U_i(x)} [W_1(f_{i1}(x, u), \lambda \circ_i R_1(x, u, W_2, W_3, \ldots, W_m))] \quad x \notin T_1, \lambda \in D_1,
\]

\[
W_i(x, \lambda) = g_i(c, \lambda \circ_i k_i(x)) \quad x \in T_i, \mu \in D_i \quad i = 2, 3, \ldots, m,
\]

\[
W_i(x, \lambda) = \max_{u \in U_i(x)} [W_i(f_{iu}(x, u), \lambda \circ_i R_i(x, u, W_1, W_2, \ldots, W_{i-1}, W_{i+1}, \ldots, W_m))] \quad x \notin T_i, \lambda \in D_i \quad i = 2, 3, \ldots, m,
\]

where

\[
W_1 = W_1(f_{i1}(x, u), e_1), \quad W_j = W_j(f_{ij}(x, u), c_{ij}(x, u), e_j) \quad j = 2, 3, \ldots, m.
\]

The optimal value of \((P_i)_{i=1}^m, x_0)\) is given by \(W_1(x_0, e_1)\).

Proof. Since

\[
V_1(f_{i1}(x, u)) = W_1(f_{i1}(x, u), e_1)
\]

and

\[
V_j(f_{ij}(x, u), c_{ij}(x, u)) = W_j(f_{ij}(x, u), c_{ij}(x, u), e_j) \quad j = 2, 3, \ldots, m
\]

are hold, we have

\[
r_1(x, u) = R_1(x, u, W_2, W_3, \ldots, W_m),
\]

\[
r_i(x, u) = R_i(x, u, W_1, W_2, \ldots, W_{i-1}, W_{i+1}, \ldots, W_m) \quad i = 2, 3, \ldots, m.
\]

Thus, the result follows directly from Lemma 4.1.

We remark that the optimal general policy for \((P_i)_{i=1}^m, x_0)\) is similarly constructed to \(\sigma^*\) and \(\gamma^*\) in Section 3.
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