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Abstract: We present a novel feature extraction method, vbiaploysa histogram of transition featuras an inputo
a SVM classifier. This feature relies on foregrowxtraction. We also evaluate some foreground etitra method Tc
evaluate the performance of this feature, we u$erihead detection. Then, by applying a combimatibthe Harri:
corner detector and Lucas-Kanade tracker and mqaaitern, we track the head positidrhe performance of tl
proposed method is experimentally shown.
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1. INTRODUCTION

One area of computer vision research that has ibenef
by this advance and receiving considerable atteritio
the last few years is person tracking. Person ingcis
a broad field encompassing the detection, tracking
recognition of bodies, heads, faces, expressions,
gestures, actions, and gaze directions. Application
include surveillance, human computer interaction,
teleconferencing, = computer  animation, virtual
holography, and intelligent environments.

In intelligent environments, continuous monitorioigy
a room condition is required. This environment lrees
significant with an aging population and changing
demographics and household needs. In a fast-paced
society, people find it difficult to manage theiaily

household tasks. Human housekeepers and helpers are,

commonly used while the regularity and reliabilay
such assistance are often requested. To overcoafe su
problem, they use monitor cameras or homecare
robotics to monitor a room condition.

An intelligent environment has been studied by some
researchers. Mickelson [1] studied a system of head
detection and tracking. He used multi-modal apgnoac
to the detection, using shape, motion, and sizs.ce
the core of the detector was an elliptical shaperfi
Some failure occurred when the tracker locked oarno
object whose elliptical shape is far better fit rtha
human head. Baranwal et al. [2] developed a home
environment that was able to automatically monilar
motion of the occupants and quickly and accurately
determine abnormal motions. Their vision-based
approach used optical flow and an ellipse model for
human body image. However, this research required t
entire human body to be analyzed by a computeowisi
system. Nagayasu et al. [3] improved the three key
functions for the operation of appliances in an
intelligent room, i.e., detection of hand wavindins
color registration, and recognition of the numbdr o
fingers. Huang et al. [4] developed a real-timekiag
of people in intelligent environments to maintain a
awareness of all the dynamic events and activities
taking place in them.

In addition, researches in the field of head daiact

have been carried out. Huang et al. [5] proposed a
method to detect human heads in crowds from stereo
images. They detected a human head based on jis,sha
with an assumption that human heads look like iedla
balls from an elevated vantage point. A detectoicivh
relies on an object shape often causes a mistaks wh
there is another object with the same shape [1z Az

al. [6] explored a property of the graph skeleton a
labeled body parts from the silhouette to deal with
occlusions among people in motion. They proposed a
skeleton-based head detection approach which can
count people. Zeng et al. [7] used the multilevel
HOG-LBP feature to detect the head-shoulders of
people for people counting. Their methods offered a
robust head-shoulder detector, but their multilevel
calculation caused large processing time.

Due to the fact that a head motion can represent th
ovement of a body which may be partially covered,
this research focus its attention on the detectiod
tracking of a human head. In this paper, we propose
novel feature for head detection. It is call@dtogram

of transition feature Compared with HOG and LBP
feature, our feature has two advantages over tRast,

the feature dimension is less than them, and second
generating calculation is simpler than them. Due to
these advantages, the proposed detector rapidly
generates the transition feature with high recagmit
capability.

2. OVERVIEW OF THE PROPOSED
METHOD

We describe the proposed method in the following.
There are two main processes in the proposed method
The first process is the detection of a human tiead
detected motion. After we perform frame differemcas
in [1,8], we do foreground refinement by hole fitii [2].
The resultant image is fed into the calculation of
transition feature. We modify the calculation ofeth
transition feature in [9,10]. Finally we recognize
human head by using a SVM classifier.

The second process is the tracking of head motion.
We extract tracking points on motion objects inrgve
two successive frames by using Harris corner detect
followed by the Lucas-Kanade tracker [11-1B]g. 1
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depicts the overview of the proposed system. “Aais
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Fig. 1. Overview of the proposed head detection
and tracking method

3.METHOD

3.1. Motion detection

Occasionally the most naive approach is found to
yield adequate results. This is the case with motio
detection. Simple frame differencing is used todfin
pixels corresponding to moving objects. If a pigel’
intensity, [(x,y,d, changes significantly from one frame
to the next, it is considered moving [1,8].

1, (X Y,t) :g (% y,t) = 1(X, y,t) = 1(x,y,t =1) (1)

This approach requires little computation and has
minimal latency. First, we change the color image i
gray image for both image franiéxy,t-1) andl(xy,t).
Then we apply equation (1). The result is still rayg
image, then, with a gray level threshold, we chatige
gray image into a binary image. The results of this
procedure can be seenHig. 2. We call the white pixels
as amotion pattern

(b)
Fig. 2. Motion detection using frame
differencing: (a) A raw frame of video (b)
the result of the motion detection.

3.2. Tracking of head motion

For tracking, we combine the result of Lucas-Kanade
tracker and motion detection. Due to the fact ¢hhead
is always on top of a body, we assume a head twnbe
top of a motion object.

First, from the sequence image, we extract feature
points in a given image by using Harris corner dete
Then we track the feature point of a head by using
Lucas-Kanade tracker [11-13].

The feature points are tracked over some frames and
their locational information is stored into a cooate
space. Suppose that a feature poif=0,1,2,...N-1) is
tracked throughl image frames and its position on the
frame t (t=0,1,2,...T-1) is denoted byx(" ™). We
then define a sequence ®fcoordinates of the feature
point by the following form;

—[yv© ,0) () ,0) ) 0)
Xo =%,y %0, y©, ... X0, y©,

X, =[x, y@ X0,y XD, YO, @

(N-1) (N-1) (N-1)
)

Xy = [)00, Y09 x40 yND ]

We create a range of interest (ROI) of a head bared
the coordinate of the feature point on top sid&&4,.
To avoid noise, we decide a ROhas the number of
coordinates above a threshold. If the number of
coordinates in RQl is below the threshold, then we
move RO} to the next coordinate. We check again the
number of coordinates in RQIThe process iepeated
until we find a ROJL. If we can't find a RQJ, then we
use the previous R@I

Second, we create R9based on motion pattern on
top side of a motion object. To avoid noise, weidie@
ROIlg of a head has the number of motion pattern above
a threshold. Similarly as finding process of ROthe
process is repeated until we find ROI

We define a ROI of a head, RQhs
ROI, = {ROIA n 30|B if ROI.A NROIg >th 4
thepreviousROl,, otherwise

N-1)
1

After we decide a RQ| then we do the next process,
i.e., foreground extraction for this RQI

3.3. Foreground Extraction

Our transition feature relies on foreground extoarct
Due to foreground extraction is not our main topie
explain it not in detail.

The simple algorithm to extract foreground is that
determine some reference pixel coordinates as
foreground. Then we compare another pixel's intgnsi
(Iy to the reference pixel’s intensithg).

foreground  o(l ,,1;) <th

1% y) = @

background otherwise

whered.) is a distance function.

Another algorithm to extract foreground is Linear
Neighborhood Propagation (LNP) algorithm for image
segmentation. This method is more complicated. The
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detail algorithm is explained in [17].

Table 1. Linear Neighborhood Propagation

Input : A set of partially labeled dab§ the labely;
for each labeled data objegtthe number of nearesgt
neighbors.
Ouput : The labels of the unlabeled data points.
1. Find thek nearest neighbors of each dat&in
2. Estimate the weightss; that best reconstruet
from its neighbors by minimizing the cost with
the constraints.
3. Predict the labels of all the unlabeled dataXin
by solving the quadratic optimization problgm
with linear constraint

The third algorithm to extract foreground is prageg
after motion detection by Eq.(1). Once the foregbu
pixels are obtained, the foreground is furthernedi by
expanding the blob in three directions and themntak
their intersection. This helps in filling the voidsd
empty spaces in blobs [2] (SE&. 3).

(@)

Nnein

(b) (© (d) ()

Fig. 3. Foreground refinement by hole filling:
(a) An original image, (b) top to bottom, (c) l&dt
right, (d) right to left, (e) refined foreground

3.4. Transition Feature

Our feature refers to [9,10]. Transition featurash
been used successfully in a handwritten recognition
it hasn’'t been used in a head detection yet. Dua to
simple calculation to create a feature vector, ppha
it's idea for a head detection. We do some maodlific
tions on it to be able to be used for head detectio

The idea is to compute the location and number of
transitions from background to foreground along
horizontal and vertical lines. This transition edétion
is performed from right to left, left to right, tom
bottom, and bottom to top. Since a constant dinoensi
feature is required as input to the SVM classifim,
encoding scheme was developed.

In the first stage of feature extraction, the $ifion in
each direction is calculated. Each transition is
represented as a fraction of the distance across th
image in the direction under consideration. These
fractions are computed in the increasing ordefeuitl
from [10] in decreasing order. For example, when
calculating the location of transitions from ledttight,

a transition close to the left edge would have & lo
value and a transition far from the left edge wolidde
a high value as illustrated Kig. 4.

current
row

0
20 igkre 129 \;\2
Fig. 4. The first stage of transition feature extraction
shown for transitions from the left and from thghti
on one row of the image

The maximum number of transitiond, are counted
on each line. If there are more thihtransitions in a
line, then only the firstM are counted, the rest are
ignored.M is set to 4. If there are less thidrtransitions
on a line, then the “nonexistent” transitions assigned
a value of 0.

More precisely, by a line we mean a row or a calum
of the head image. Létbe the height of the image and
w be the width of the image. We assign exabtlyalues
to each line, sayy,t,...,tu. Assume that there anme
transitions on a line located at,y;) fori = 1,2, ...n.
The algorithm for calculating the transition fe&uran
be represented as follows: It doesn't require
normalization as in [10]:

Fori = 1 to min(,M)
If the line is row then
t =y
Else
t =X;
end if;
End for;
If n<M then
Fori =n+1 toM
t =0,
end for;
end if;

The transitions are resampled to a 4-point sequenc
for each direction and assembled into a featurgovec
The four transitions for each row (column) are
represented as two-dimensional (2-D) artay|t;] for i
=1,...h(w) andj = 1,...,4.

The second stage is generating a histogram of
transition. It is different from [10] where theylcalated
local averaging on the columns of Histogram of
transition shows how often the location of the $iion
occurs at each transition. An example for genegasin
histogram of transition for transition left-to-righs
shown inFig. 5.

This histogram of transition creates a featurdoreto
be fed into the input of a SVM classifier [14].
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as foreground and background and letting some
unlabeled pixels to be labeled automatically. Hus t
requirement, we label 20 and 8 pixels as foregraanml
background, respectively. These labeled pixels are
shown inFig. 6(b). These label coordinates are fixed for
all the training and the test data. The result of
foreground extraction is shown ig. 7.

The result of head detection is summarizedahle
2 andTable 3.

Table 2. Evaluation of feature extraction method

alculati
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Fig. 5. The second stage of transition feature

calculation consisting of generating the histogEm
transitior.

The Detection rate (%) Execution
Feature | numberof | Positive Negative | me (ms)
array
HOG 648 84 98.3 0.353
LBP 1020 93 80 0.261
Hist
of wrantion | 400 01 09.7 | 0077

HOG feature contains gradient information of agpix

Table 3. Evaluation of foreground extraction method

among its neighbor. Thus they give a high magnitaide
the edge. On the other hand, LBP feature givesiarypi

pattern with a pixel among its neighbor. Histogram

transition feature looks like the HOG feature: ites

the edge position from right, left, top and botteide.
In contrast to HOG feature, the calculation of the

histogram of transition feature is simpler.

Foreground extraction | Head detection rate (%)) Execution
method Pos. Neg. time (ms)
LNP 52 93 32.931
Distance function (eg. 2) 89 99.7 0.077
Frame differencing then
dilation 92 99.7 0.077
Frame differencing with
refined foreground 80 93 0.077

4. EXPERIMENTAL RESULTS
The experimental environment is as follows:
Operating system is Windows 7 ultimate; the prooess
is Intel® core™ {7 CPU 870 @2.93GHz and the used
software is Microsoft Visual Studio 2010.

4.1. Head Detection

To test the proposed head detection method, we do
comparison with HOG [15] and LBP feature [16]. For
robust detection, we use backgrounds and negative
samples at outdoor scenery. We use INRIA data for
training and testing images. The image size (R®I20
x 30 pixels. For training, positive sample of 2,000
images, negative sample of 4,500 images are used. F
testing, positive sample of 100 images, negativepsa
of 300 images are employed.

For the image preprocessing to extract transition
feature, we extract the foreground using a diffeeen
function (4). First, we determine five referencegbi
coordinates as foreground. These coordinates aeé fi
for all the training and the test data. The coatiin
should represent position of head and shouldet,attea
(10,8), (10,15), (10,22), (5,22) and (15,22), &ég 6
(@). Then, we check all pixels’ intensity to the five
reference pixel’s intensity with Euclidean distanbg
Eq. (4). If a pixel's intensity has distance to thee or
more of five reference pixel's intensity less than
threshold, then the pixel should be a foreground,
otherwise as background.

In addition, we compare the method of foreground
extraction. Another method is image segmentation by
applying Linear Neighborhood Propagation (LNP) [17]
As in LNP, we initialize to label some pixels matya

Image segmentation by using LNP method needs
label accurately. This method requires label pixel
manually, then proceeds to segmentation automigtical
This method forced unlabeled pixels to be labeizdlg.

In case of an image without foreground, the resglti
image should have foreground and background. Some
result of LNP method are shownHing. 7(c).

(a)
Fig. 6. Reference pixel coordinates: (a) Distance
function method, (b) LNP method: Yellow are
foreground, magentare backgroun.

(b)

In Table 3, head detection rate which use frame
differencing then dilation is better than with refd
foreground, because the head-shoulder shape neae cl
than the refined one, as showrFirg. 8.

Based onTable 2, transition feature is a reliable
method for head detection, afdble 3 shows that, for
motion scene, frame differencing method can beiegpl
for foreground extraction.

4.2. Head Tracking

Based on the two above tables, we combine distance
function of color image and frame differencing as
foreground extraction and histogram of transition
feature for a feature vector. A distance functioetimd
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gives a pattern of a head for a standstill conditibhus
the system can detect a head when there is no matio
litle motion. The outline of the proposed featuse
shown inFig. 9. The ‘01" sign is a union operation.

(©)

Fig. 7. The result of foreground extraction:
(a) An original image, positive and
negative, (b) the result of distance function
method, (c) the result of LNP method.

Fig. 8. The result of foreground extraction
by using frame differencing (a) with dilation
operation and (b) with refined foreground.

The experimental results are shownFig. 10. For
evaluation of the results, let us defireeall, precision
andFPRby

recall =—°_ x100% (6)
TP+FN
precision= ™ 1006 (7)
TP+FP
FP (8)

R=———x100%
FP+TN

Here

TP : head is detected as head.

FN : head is detected as non-head.

FP : non-head is detected as head.

TN : non-head is detected as non-head.

Then the evaluation of performance is shown in
Table 4 andTable 5.

Distance

! Frame differencing
functior

with dilatior

[]

Frame differencing

with refined
(O

foreground
SVM

Histogram
Fig. 9. The outline of the proposed feature. It
has 800 dimensions.

A 4
Histogram
of transitior

of transitior

5. CONCLUSION

In this paper, we proposed a head detection and
tracking method for an intelligent room. We use a
histogram of transition feature as a novel method f
feature extraction and we use frame differencingaas
foreground extraction.

As future work, we are going to conduct experiments
to improve foreground extraction and motion
recognition.
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