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Abstract. This paper presents a generalized framework of a self-organizing map
(SOM) applicable to more extended data classes rather than vector data. A modu-
lar structure is adopted to realize such generalization; thus, it is called a modular
network SOM (mnSOM), in which each reference vector unit of a conventional
SOM is replaced by a functional module. Since users can choose the functional
module from any trainable architecture such as neural networks, the mnSOM has
a lot of flexibility as well as high data processing ability. In this paper, the essen-
tial idea is first introduced and then its theory is described.

1 Introduction

In this paper, a generalized framework of Kohonen’s self-organizing map (SOM) is pre-
sented. The generalization is realized by adopting a modular structure, thus it is called
modular network SOM(mnSOM), which was first proposed by Tokunagaet al. [1, 2]
Our aim is to develop a generalized SOM algorithm that allows users to generate a
map of given objects that are not only vector data but also functions, dynamical sys-
tems, controllers, associative memories and so on. We also aim to give the capability
of information processing to every nodal unit of a SOM. Thus, unlike the conventional
SOM, the map generated by the mnSOM is no longer static and can be an assembly of
information processors that can dynamically process data.

The idea of the mnSOM is simple: every reference vector unit of the conventional
SOM is replaced by a trainable functional module such as a neural network (Figure
1). The functional modules can be designed to suit each application while keeping the
backbone algorithm of the SOM untouched. This generalization strategy provides high
degrees of both design flexibility and reliability to SOM users, because the mnSOM
allows one to choose the functional modules from the great number of already proposed
trainable architectures, and at the same time the consistent extension method assures the
theoretical consistency, e.g., statistical properties, of the result.

As an example, let us consider a case in which an mnSOM user wants to make
a map of controllers for a set ofn-controlled objects. For this, all the user has to do
is (i) determine the architecture of the controllers (it should be trainable, e.g., neural
network controllers) as functional modules of the mnSOM, and (ii) define an appro-
priate distance measure that determines the distance between two controllers. The task
of the mnSOM is to train those functional modules to be desired controllers for then-
objects, while at the same time generating a feature map that indicates the similarities



Fig. 1.The architecture of mnSOM

or differences between those controllers. If the controlled-objects A and B have similar
dynamics, then the corresponding controllers should be located near each other in the
map space of the mnSOM, whereas if controlled-objects C and D have quite differ-
ent dynamics, then those controllers should be arranged further apart. Additionally, the
intermediate modules are expected to become controllers for objects that have interme-
diate dynamics of the given ones. After the training has finished, the user can then use it
as an assembly of controller modules that can adapt the dynamic changes of the target
object. This is a new aspect that is not found in the conventional SOM. Therefore, the
mnSOM is expected to greatly enlarge the number of fields for applications of SOMs .

2 Architecture of an mnSOM

The architecture of an mnSOM is shown in Figure 1. The architecture is such that each
vector unit of a conventional SOM is replaced by a trainable functional module. These
modules are usually arrayed on a lattice that represents the coordinates of the feature
map. (Though any modifications such like a growing-map, a hierarchical map and a
neural gas network are all available; here, we consider the simplest map structure).

Figure 1 illustrates the case of multilayer perceptron (MLP) modules as a typical
case, but many other module types are available. Table 1 shows a catalogue of mod-
ule types that have been tried. In the case of MLP modules, i.e., MLP-mnSOM, each
MLP-module represents a nonlinear function, and as the result the entire mnSOM gen-
erates a map of functions. Therefore, MLP-mnSOM is an SOM in function space rather
than vector space [1–4]. Users can also employ radial basis function network modules
(RBF-mnSOM) instead of the conventional MLPs. In such cases, the distance mea-
sure is defined in the function space. Siblings of MLP are all possible to be mnSOM
modules. For example, recurrent neural networks (e.g., Jordan type and Elman type)
and autoassociative neural networks (i.e., 3- or 5-layer autoencoder MLPs with a sand
clock structure) can be employed as well [5–8].



Table 1.Examples of module types and their applications

Module type (Name) Object type Applications
Layer type
– Multilayer perceptron nonlinear functionsWeather dynamics [1–3]

(MLP-mnSOM) Bifurcation map of logistic mapping [5, 6]
– Autoassociative network manifolds 2D images of 3D objects [7]

(ANN-mnSOM) Texture map [8]
Periodical waveforms

– Reccurent network dynamical systemsDumped oscillatory systems [7]
(RNN-mnSOM) Bifurcation map of BVP model [5, 6]

Autonomous mobile robots [15, 16]
– Predictor & cotroller pairadaptive controllersInverted pendulums [17]

(SOAC) Autonomous underwater vehicle [19–21]
– RBF network nonlinear functions

(RBF-mnSOM)
– Single-layer perceptron linear operators [12]

(Operator map)
SOM type
– SOM (SOM2) manifolds 2D images of 3D objects [9, 10]

Face image recognition [9]
Shape classification [11]

– Neural gas network density functions Handwritten character recognition [11]
(NG2, NG-SOM)

– Local linear map nonlinear functions
Stochastic type
– Hopfield network associative memories
– Boltzmann machine
Component analysis type
– PCA (ASSOM) linear subspaces [13]
– Nonlinear PCA nonlinear subspacesSee autoassociative network module
Single neuron type
– Hebbian neuron static vectors

(Basic SOM)
Other module type
– Image filter visual image filters Adaptive visual filter [22]



Another big group of mnSOMs is made up of the SOM module types proposed
by Furukawa [9, 10]. SOM-module-mnSOM, called SOM2, is a “self-organizing ho-
motopy” rather than a “self-organizing map” [11]. One of the prominent properties of
this group is that this type mnSOM can have a nested structure like a Russian doll. For
example, SOM2 can be a module of a meta-mnSOM. Thus, SOM2-module mnSOM,
i.e., SOM3, is also possible. It is easy to extend then-th order, i.e., SOMn as SOMn−1-
module mnSOM. SOM2 and its family demonstrate their potential when tasks involve
nonlinear manifolds or nonlinear subspaces.

Stochastic type networks such as a Boltzmann machine and a Hopfield network
make up another group. They are expected to generate a “map of memories”.

The mnSOM includes some variations of SOM that have been proposed previously.
If one employs a linear operator module, then it is an Operator Map as proposed by
Kohonen [12]. When a principle component analysis (PCA) module is used, then the
mnSOM becomes an ASSOM [13]. If one employs Hibbian neurons as the functional
modules, then the mnSOM becomes a conventional SOM [14]. Therefore, the mnSOM
is a generalization of an SOM rather than an extension, because it includes the conven-
tional cases.

Though there are many architectures that have not been tried before, they would be
also available as modules of the mnSOM. Users can derive the algorithm theoretically
described in the next section, without needing to try any heuristic ways.

3 Theory of mnSOM

Now let us describe the generalized theory of an mnSOM algorithm. Suppose that an
mnSOM user is trying to map a set ofI objects,O = {O1, . . . , OI}. In a conventional
SOM, each data vector is A mapping object, whereas in the case of an MLP-mnSOM,
each object corresponds to each of the nonlinear functions i.e., the input–output rela-
tions.

There is one big difference between a conventional SOM and the generalized SOM
case. In the case of the conventional SOM, all the mapping objects, i.e., the data vectors,
are known and there is no need to estimate the objects. But in the generalized case, it
often happens that the entities of the objects are unknown. For example, let us consider
a case in which a user is trying to map a set of dynamical systems. In such a case, the
observed input and output signals of the systems are usually given, however, their dy-
namics are unknown in most cases. Therefore, the user should identify those dynamics
in parallel with generating their self-organizing map. Thus the mnSOM should solve
the simultaneous estimation problem.

Let us assume thatDi = {ri,1, . . . , ri,J} is the dataset observed from thei-th
objectOi. If the mapping objects are systems or functions, thenri,j is defined as a set
of input-output vectorsri,j = (xi,j ,yi,j) observed from thei-th system. Suppose that
the mnSOM hasK functional modules{M1, . . . , MK}, which are designed to have the
ability of regenerating, or mimicking the objects. In other words, a module is capable
of approximating an objectOi after training byDi. Suppose further that the property
of each function moduleMk is determined by a parameter setθk. In the case of MLP-
mnSOM,θk is the weight vector of thek-th MLP module. Each functional moduleMk



is given a fixed positionξk in the map space. Therefore,ξk assigns the coordinates of
Mk in the map space, whileθk determines the position in the data space.

Under such a situation, the tasks of the mnSOM are (i) to identify the entities of
{Oi} from the observed datasets{Di} by training the function modules{Mk}, and
(ii) to generate a map that shows the degrees of similarity and difference between the
objects. These two tasks should be processed in parallel. Note that the map generated
by the mnSOM is expected to show the relationships between the entities of the objects,
direct comparisons between the datasets are meaningless.

The mnSOM user needs to define an appropriate distance measureL2(Oi,M
k) that

signifies the difference between an objectOi and a moduleMk. Since the distance
measure depends on how the user wants to define similarities and differences between
two objects, the measure should be defined depending on the user’s purpose.

By using the distance measure, an important derivative definition, namely, the defi-
nition of mass center can be determined as follows.

Ō(m,O) , arg min
O

I∑

i=1

miL
2(Oi, O) (1)

HereŌ is the center of mass of the given objectsO = {O1, . . . , OI} with the weights
m = (m1, . . . , mI). If O belongs to a vector space, thenŌ is given by

Ō =
m1O1 + · · ·+ mIOI

m1 + · · ·+ mI
. (2)

Since the entities of the objects are assumed to be unknown, we can measure only the
distance between an estimated object and a module, i.e.,L2(Ô(Di),Mk). HereÔ(Di)
is the object entity estimated fromDi.

Each module is updated so as to be the center of mass, the weights of which are
given by the neighborhood function. Thus, the update algorithm of mnSOM is described
as

θk(t + 1) = arg min
θ

I∑

i=1

φk
i (t)L2(Ô(Di),M(θ)). (3)

φk
i (t) is the mass of thei-th object for thek-th module given by the neighborhood

function at timet. Usually a gauss function is used as the neighborhood function;

φk
i (t) = exp

[
−

∥∥ξ∗i − ξk
i

∥∥2

σ(t)

]
(4)

Hereξ∗i denotes the coordinate of the winner module of thei-th object.
In many cases (but not always) the estimated distanceL2(Ô(Di),Mk) can be ap-

proximated by the mean square error between the moduleMk and the datasetDi such
as

L2(Oi,M
k) ' Ek

i , 1
J

J∑

j=1

(
ek
i,j

)2
. (5)



Hereek
i,j is the error between the data vectorri,j and the corresponding output of the

k-th module. In such cases, the update algorithm (3) becomes much easier, as follows.

θk(t + 1) = arg min
θ

I∑

i=1

J∑

j=1

φk
i (t)

(
ek
i,j

)2
. (6)

The algorithm of the generalized SOM consists of three processes; like in the case of
the conventional SOM. First, in thecompetitive process, the least average error module
becomes the “winner” or the “best matching module” (BMM) for a given dataset. The
BMM is determined for every dataset. Second, in thecooperative process, the learning
weight is determined using the neighborhood function. This process is identical with
the conventional one. Finally, in theadaptive process, all modules are updated so as
to be the mass center of the objects with the weights{φk

i }. These three processes are
iterated reducing the neighborhood size until the network gets to a steady state.

The algorithm described above is general case; now we look at the case of an MLP-
mnSOM as an example. Since MLPs represent nonlinear functions, the distance mea-
sure is defined in function space.

L2(Oi,M
k) =

∫ ∥∥fi(x)− gk(x)
∥∥2

p(x)dx (7)

fi(x) is thei-th object, i.e., thei-th nonlinear function andgk(x) is the function rep-
resented by thek-th MLP module. Herefi(x) is assumed to be unknown, and the ob-
served input–output data are supposed to be given. Thus,Di = {ri,j} = {(xi,j ,yi,j)}
is available to use as the training dataset. In this case, the mean square error is de-
termined by the error between the output of thek-th modulegk(xi,j) and the actual
(desired) outputyi,j , i.e.,

ek
i,j =

∥∥gk(xi,j)− yi,j

∥∥ . (8)

The least mean square error module forDi is determined as the winner (BMM) of
the i-th object. In this case, the weight vectors of MLP-modules are updated by the
backpropagation algorithm.

∆θk = −η
I∑

i=1

J∑

j=1

φk
i (t)

φk
1 + · · ·+ φk

I

∂ek
i,j

∂θk
(9)

Note that (9) updates the MLP toward the center of mass of the given functions with
the weights{φk

i }. This backpropagation learning is iterated several times for all data
vectors (not only once) with fixingφk

i (t), so thatθk is updated enough. The detailed
algorithms of individual module types have been described in previous works [2, 3, 6,
7, 9, 10].

4 Conclusion: Can our mnSOM be an artificial cortex?

The mnSOM has several advantages comparing to other neural network architectures.
First, the mnSOM can process larger tasks than single neural networks, and it has less



interference of memories because of its modular structure. Second, the entire output
of an mnSOM is trained in a supervised manner with given datasets, while maps of
functions are organized in an unsupervised manner. Therefore the mnSOM seems to
transcend the dualism of supervised and unsupervised learning. Finally, the mnSOM is
a meta-learning framework which rules an assembly of functional modules. The flexi-
bility of the type of module is also an advantage inherent in the mnSOM.

Interestingly, the architecture of the mnSOM looks similar to the column structure
of our cortex. Each module looks like a functional column of the cortex, and the map in
the mnSOM corresponds to the map of a brain. Of course the mnSOM was not invented
by mimicking the cortex, and it is just a straightforward generalization of Kohonen’s
SOM. But considering the above advantages, our mnSOM is expected to be a good
platform to initiate an artificial cortex; though much remains to be done to realize that
far off goal.
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