(will be inserted by the editor)

Neural Computation & Application manuscript No.

Task Segmentation in a Mobile Robot by mnSOM : A New Approach

To Training Expert Modules

M. Aziz Muslim!, Masumi Ishikawa'!, Tetsuo Furukawa'

Department of Brain Science and Engineering,
Kyushu Institute of Technology,

2-4 Hibikino, Wakamatsu, Kitakyushu
808-0196, Japan

Received: date / Revised version: date

Abstract Proposed is a new approach to task segmen-
tation in a mobile robot by a modular network SOM
(mnSOM). In a mobile robot, however, the standard
mnSOM is not applicable as it is, because it is based
on the assumption that class labels are known a priori.
In a mobile robot, only a sequence of data without seg-
mentation is available. Hence, we propose to decompose
it into many subsequences, supposing that a class la-
bel does not change within a subsequence. Accordingly,
training of mnSOM is done for each subsequence in con-
trast to that for each class in the standard mnSOM. The
resulting mnSOM demonstrates good segmentation per-
formance of 94.05% for a novel dataset.

Keywords: task segmentation, mobile robot, subsequence,

modular network SOM

1 Introduction

Task segmentation in navigation of a mobile robot has
attracted wide attention. Tani et al. proposed to gen-
erate a series of actions based on sensory-motor signals
using a forward model represented by a recurrent neural
network [6]. Tani and Nolfi [7] proposed 2-level hierar-
chical mixture of recurrent experts (MRE), which is an
extension of the network architecture proposed by Ja-
cobs et al. [3]. Tani et al. also proposed 2-level predic-
tion networks for extracting spatio-temporal regularities
[5]. Wolpert and Kawato [13] proposed MOSAIC archi-
tecture for motor control with the soft-max function for
assigning responsibility signal to each module.

In the conventional competitive learning, modules or
units are in isolation; there exists no notion of similar-
ity between them. Because of this, interpolation among
modules or units is not applicable as it is. We think that
there are two aspects in ”interpolation”. The one is cre-
ating an output which is interpolated by outputs from

multiple modules. The other is creating a module which
is an interpolation of multiple modules. Let the former
be called output interpolation and the latter be called
module interpolation. The present study focuses on the
module interpolation.

The conventional SOM can be said to possess unit
interpolation. The soft-max [13] is an improvement over
the conventional competitive learning in that the out-
put interpolation is possible based on the responsibility
signal produced by the soft-max function. Similarity be-
tween modules, however, is not explicitly represented.
Furthermore, the soft-max function and segmentation
generally do not coexist; only when the soft-max func-
tion becomes winner-take-all, segmentation is possible
at the sacrifice of interpolation.

Tani et al. recently proposed a recurrent neural net-
work with a parametric bias [8]. It has the ability of the
output interpolation, but has no longer the capability of
segmentation.

Self Organizing Maps (SOM)[9] is a well known method
for classifying data while preserving topological relation-
ship. The resulting topological maps represent unit in-
terpolation among classes in dataset. Martinez [10] pro-
posed Neural Gas (NG) to alleviate a difficulty in SOM:
mapping of high dimensional input space onto fixed lat-
tice. Walter et al. did a comparative study of SOM and
NG in robotic applications [11].

In contrast to SOM and NG using a vector as its el-
ement, we propose to use a modular network SOM (mn-
SOM) [1][2][4] for task segmentation in navigation of a
mobile robot. mnSOM is an extension of SOM in that
function modules instead of vector units are used to in-
crease its representation and learning capability. Owing
to competitive learning among function modules, mn-
SOM is capable of segmentation. Owing to topographic
mapping of function modules on a plane, the neighbor-
ing function modules tend to have similar characteristics.
Hence, interpolation among function modules becomes
possible. The simultaneous realization of segmentation



and interpolation is unique and unparalleled character-
istics of mnSOM.

In case of a mobile robot, however, the standard mn-
SOM is not applicable as it is, because it is based on
the assumption that class labels are known a priori. In a
mobile robot, however, only a sequence of data without
segmentation is available. Hence, we propose to decom-
pose it into many subsequences, supposing that a class
label does not change within a subsequence. Accordingly,
training of mnSOM is done for each subsequence in con-
trast to that for each class in the standard mnSOM.

We already proposed a similar method taking tem-
poral continuity of winner modules into account [14]. It
turns out, however, that the present proposal is simpler
than and superior to the previous one. Detailed compar-
ison can be found in Section 4.

Section 2 briefly explains an mnSOM algorithm. Sec-
tion 3 describes a proposed method for task segmen-
tation in a mobile robot. Section 4 gives experimental
results for training data and for test data. Section 5 pro-
vides conclusions and discussions.

2 The mnSOM
2.1 Architecture

mnSOM is an extension of SOM in that each vector
unit is replaced by a function module such as a feedfor-
ward neural network or a recurrent neural network. An
important issue here is to choose appropriate function
modules and similarity measure between modules[4]. To
deal with dynamical systems, recurrent neural networks
(RNN) are suitable for function modules. In this case,
mnSOM learns nonlinear dynamics of a given input and
output sequences, and forms a topological map com-
posed of modules [1].

Fig.1 illustrates the architecture of mnSOM and the
function module (i.e. recurrent neural network) as its
element. Fach vector unit in the conventional SOM is
replaced by a fully connected recurrent neural network.
A weight vector of a recurrent neural network may be
regarded as a feature vector. However, the distance be-
tween two modules in mnSOM is not measured by the
Euclidian distance between two corresponding weight
vectors, but is measured by the difference between out-
put sequences of two corresponding modules, given an in-
put subsequence. As in the conventional SOM, the closer
a module is to the best matching one, the more it learns
during a learning process. Each module is trained by
backpropagation through time (BPTT) [12]. Details of
mnSOM learning algorithm follows.

2.2 Learning Algorithm

As mentioned in Introduction, training of and competi-
tion among modules in mnSOM is done for each subse-
quence instead of each class, supposing that a class label
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Fig.1 Array of modules in mnSOM and the function module
as its element. The function module is a fully connected RNN.

does not change within a subsequence. A learning algo-
rithm of mnSOM is conceptuallysimilar to that of the
batch learning SOM. It consists of 4 processes [2]: eval-
uative, competitive, cooperative and adaptive processes.
Let a set of input-output signals of a dynamical system
be {zi;,yi; }(¢ = 1,...,M;5 =1,...,L), where M and L
are the number of subsequences and the number of data
in each subsequence, respectively.

1) Evaluative process.

Inputs, {x;;}, are given to all modules, and the corre-

sponding outputs, {gff)}, are evaluated by,

L
g 1 _(k
BN = 23 155 — vl
j=1

k=1,...,K;i=1,...M;j=1,....,L (1)

where k stands for the module number, K stands for
the number of modules, 7 stands for the subsequence
number, and j stands for the data number in each sub-
sequence.

2) Competitive process

The module with the minimum Ei(k) with respect to k
is the winner for subsequence 1.

v = argkminEi(k) (2)
3) Cooperative process

A Learning rate of the module is determined by the fol-
lowing normalized neighborhood function:

o(r(k, v7); 1)

R T )
T2

¢(T; t) - exp[i 20_2(75)} (4)

J(t) = Omin + (Uma:c - O—min)eié (5)

where r(k, v}) stands for the distance between module &k
and the winner module, v}, ¢ is the iteration number in
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Fig. 2 Mobile Robot Field.

mnSOM, oy, is the minimum neighborhood size, op,qx
is the maximum neighborhood size, and 7 is a decay time
constant of a neighborhood size.

4) Adaptive process

Connection weights of module k, w
the following BPTT algorithm,

k), are modified by

M (k)
OFE,
Aw® =3 0 (1) (-5 5) (6)
=1

At each mnSOM iteration, we repeat this BPTT algo-
rithm for sufficient number of times.

These 4 processes are repeated and terminate when no
significant change is observed in the connection weights
and the resulting map.

3 Task Segmentation

Experiments are carried out using a Khepera II robot. It
has 8 infra-red (IR) proximity sensors and 2 separately
controlled DC motors. The sensors can detect an obsta-
cle within 5 cm. The robot is controlled by a PC via
serial connection.

3.1 Robot Field and Division of Data

The robot moves from the start position to the end po-
sition by wall following on the robot field in Fig.2. Let
the whole movement from the start position to the end
position be called a path. During a path, robot turns left
twice and turns right twice. When the robot moves in the
reverse direction, it experiences similar movements. For
later evaluation of training and test results, the path in
Fig.2 is manually segmented into 9 sequences based on
motor commands as in Fig.2. Sequences, 1, 3, 5, 7 and 9,
correspond to a class of forward movement, sequences, 2
and 4, correspond to a class of left turn, and sequences,
6 and 8, correspond to a class of right turn.

The path in Fig.2, comprising 843 samples, is divided
into shorter ”subsequences” with uniform length. In case
of a subsequence with the length 20, the path is split
into 42 subsequences with the last 3 subsequences be-
ing the length of 21. Table 1 shows the division, where

Table 1 Division of the path into subsequences with the
length 20

Sequence Data Subsequence Labels
Numbers Numbers
1 1131 1,2,3,4,5, F,FFFF,
6,7 FL/F
2 132-187 7,8,9,10 L/FLLL/F
3 188-312  10,11,12,13, L/F,F,FFF,
14,15,16 F,L/F
4 313-368  16,17,18,19  L/F,L,.L.L/F
5 369-496  19,20,21,22, L/FFFFF,
23,24,25 F.R/F
6 497-549 25262728 R/FRRR/F
7 550-666 28,29,30,31, R/F,FF.FF,
32,33,34 FR/F
8 667-719 34,35,36 R/F.R.R/F
9 720-843 36,37,38,39, R/F,F.F.FF,
40,41,42 F,F

labels ”F”, ?1”, "R”, "L/F”, and "R/F” stand for for-
ward movement, left turn, right turn, the transition be-
tween forward movement and left turn, and the tran-
sition between forward movement and right turn, re-
spectively. Because of the regular division of the path
in Table 1, several subsequences stretch over two con-
secutive sequences (i.e., a forward movement sequence
and a left turn sequence). They are called ”transition”
subsequences, constituting virtual classes.

3.2 Training and Segmentation

Each mnSOM module is a fully connected recurrent neu-
ral network (FRNN), and learns an internal model of
robot-environment interaction, by minimizing mean pre-
diction errors in sensory-motor signals at the next time
step, given the past sensory-motor signals. Table 2 gives
parameters in mnSOM and FRNN. External input units
in FRNN correspond to 8 IR sensors and 2 motor com-
mands. Target outputs are sensory-motor signals at the
next time step. All units in FRNN have sigmoidal acti-
vation functions.

After training, the resulting mnSOM provides a la-
bel to each module by a procedure in Section 4. Given a
training subsequence or a novel one, one of the modules
becomes a winner. The corresponding label reveals seg-
mented task for each subsequence.

4 Experiments

For evaluating the performance of classification, we train
mnSOM using subsequences with varying length, i.e., 10,
15, 20, 25, and 30. Five icons in Fig.3 corresponding to
"E? L7 )R?L/F”) and "R/F”, are used to facilitate



Table 2 Parameters in mnSOM

#x stands for the number of x.

mnSOM
map size 10x10(100 modules)
neighborhood size (Eq.(4))  omaz = 10; 0min = 1;
T =80
# mnSOM iterations 400
# BPTT iterations for 30

each mnSOM iteration
mnSOM Module : FRNN

# external input units 10
# visible (output) units 10
# hidden units 27
learning rate 0.02

fr & = & 9

(e (b) (c) @) (e)

Fig. 3 Icons used in the resulting mnSOM : (a) forward
movement (b) left turn (c) right turn (d) transition between
forward movement and left turn (e) transition between for-
ward movement and right turn

understanding. A module with one of the icons in Fig.3
indicates that it becomes a winner for a subsequence
with the corresponding movement. For later examina-
tion, let a module with icon (a) be called a ”stationary”
module, a module with icon (b) or (c¢) be called ”turn-
ing” module, and a module with icon (d) or (e) be called
”transition” module.

Fig.4 illustrates the training result using subsequences
with the length 20. The numbers in each module shown
in the winner modules represent subsequences which be-
come a winner at the corresponding module. White color
modules are those which never win the competition for
any subsequence. The resulting mnSOM is evaluated by
the number of misclassifications.

4.1 Definition of misclassification

Misclassification, here, is defined as the mismatch be-
tween the label of a module and that of a subsequence.
To evaluate the resulting mnSOM, we define the follow-
ing degree of badness of misclassification.

1. The degree of badness of misclassifications between
"L/F” and "L”, and that between "R/F” and ”"R”
are assumed to be 0, because they are between a
turning module and a transition module.

2. The degree of badness of misclassifications between
"F and "L/F”, and that between "F” and "R/F”
are assumed to be 0.5, because they are between a
stationary module and a transition module.

M. Aziz Muslim et al.

Table 3 Classification performance for training

Number of  Number of Equivalent  Correct
samples misclassi-  number of  classifi-
in each fications misclassi- cation

subsequence fications  rate (%)

10 10 8.5 89.88
15 5 3.5 93.75
20 2 1.0 97.62
25 4 3.0 90.90
30 3 3.0 89.29

3. The degree of badness of misclassification between
” F77 and ” L”’ 77F77 and b R??’ 77L’7 and ” R”’ and 77R/F77
and "L/F” are assumed to be 1, because the differ-
ence between them is significantly large.

4.2 Generating a Task Map Based on a Single Path

We trained mnSOM using subsequences with varying
length. Table 3 summarizes the classification performance
for subsequences with varying length. It shows that the
length of 20 is the best in terms of the correct classifica-
tion rate. Hereafter, only the results with the length of
20 are shown.

Generally speaking, the shorter a subsequence, the
less sufficient the training of a module becomes. On the
other hand, the longer a subsequence, the more likely
a label changes within a subsequence. Accordingly, we
may say that a moderate length of a subsequence exists.
Taking this characteristic into account, we empirically
find the best length of a subsequence under the criterion
of the classification rate.

Fig.4 indicate that modules in white color have never
become a winner for any subsequence, hence unlabeled.
For labeling unlabeled modules, we adopt a similar label-
ing method as the conventional SOM; label an unlabeled
module by the label of the subsequence with the mini-
mum Mean Square Error (MSE). Fig.5 illustrates the re-
sulting fully labeled task map. Because most of the robot
motion is forward movement, many unlabeled modules
in Fig.4 are labeled by ”F” in Fig.5. The resulting task
map is then evaluated using a novel dataset. Fig.6 de-
picts the test results, which enables to count the num-
ber of misclassifications; the number of misclassifications
is 11 and the equivalent number of misclassifications is
10.5.

4.8 Generating a Task Map Based on Multiple Paths

For better generalization, we propose to create a task
map based on multiple paths. In our experiment, we use
4 paths obtained from the same environment but with
slightly different routes. The detailed procedure is:

— Generate four paths by moving a Khepera II robot
in the forward direction twice as in Fig.2, and in the
reverse direction twice.
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Table 4 Label Combinations

7X” stands for unlikely label combination.

First Label
Second Label L R F L/F R/F

L L X L/F L/F X

R X R R/F X RJF

F L/F R/F F L/F RJF
L/F L/F X L/F L/F X
R/F X R/F R/F X RJF

— Train mnSOM based on them. At each mnSOM iter-
ation, all paths are used in random order for stable
learning.

— Label modules in the resulting mnSOM as follows.
In cases where a module becomes a winner for sub-
sequences with different labels, we adopt the major-
ity voting. When it does not provide a solution, we
decide the label based on rules in Table 4. In case
of more than 2 different labels, we repeatedly apply
rules in Table 4 starting from the first two labels.
If ”X” in Table 4 occurs, the corresponding module
is left unlabeled, but it is considered to be unlikely.
Fig. 7 illustrates the resulting task map. Again, not
all modules become a winner. Hence, it is necessary
to assign labels to those modules.

4.3.1 Labeling of Unlabeled Modules We assign labels
by the same labeling method as in Section 4.2. Fig.8

Table 5 Between- and within- class distance matrix corre-
sponding to Fig.8

L R F L/F R/F

L 1.868 2.666 4.213 3.309 3.569
R 2.666 0.848 5.656  2.647 1

F 4.213 5.656 3.555 3.692 5.997

L/F 3309 2647 3.692 1.454 2.544

R/F  3.569 1 5.997 2.544 3.6
> (between class distance) = 35.2944
> (within class distance) = 11.325
Ratio = 35.2944/11.325 = 3.1165

Table 6 Between- and within- class distance matrix corre-
sponding to Fig.9

L R F L/F R/F

L 3.255 2923 4.043 3.064 3.343
R 2,923 1.536 3.426 2.162 0.449
F 4.043 3.426 3.572 1.299 3.695
L/F 3.064 2162 1.299 5.021 2.476
R/F 3.343 0.449 3.695 2476 1.978

> (between class distance) = 26.8817
>~ (within class distance) = 15.362
Ratio = 26.8817/15.362 = 1.7499

shows the resulting fully labeled task map based on mul-
tiple paths. Each module is an expert representing the
nonlinear dynamics of the corresponding subsequences.
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4.83.2 Comparative Study We proposed a similar approach Table 7 Classification and segmentation performance of the

taking temporal continuity of winner modules into ac-
count [14]. Tt introduced a threshold function to the com-
petitive process in mnSOM to prevent rapid switching
of winner modules. Since the winner module for current
subsequence will tend to the same as the previous one,
it was hope that the temporal continuity of the result-
ing mnSOM increased. Figure 9 illustrates the resulting
fully labeled task map based on multiple paths in our
previous study[14].

Tables 5 and 6 provide within- and between- class
distances for our proposal and our previous study[14],
respectively. They indicate that our proposal is supe-
rior to our previous study [14]. Our proposal has smaller
within class distances (except for R/F) and bigger be-
tween class distances (except for distance between L and
R). The large value of the ratio of ”Between class dis-
tance” to ”Within class distance” also indicates the su-
periority our proposal to our previous study [14].

4.3.3 Test Results We evaluate the resulting task map
using a novel path. Each module in Fig. 10 represents
subsequence numbers for which the corresponding mod-
ule becomes a winner. Comparison between Fig. 10 and
Fig. 7 indicates that 11 winner modules out of 27 win-
ner modules for a novel path (40.74% ) have not be-
come a winner during training. We can interpret that
mnSOM takes advantage of its module interpolation ca-
pability to find an appropriate expert module for a novel

resulting task map

NS*stands for length of a subsequence.
tstands for the best result in [14]

The number of Correct
misclassifications Segmentation

NS* rate (%)

Datasets training novel
1 2 3 4 novel datasets dataset

10 6 6 5 8 15 92.56 82.14
15 45 15 35 2 5 94.87 91.07
20 1.5 15 25 0 2.5 96.73 94.05
25 3 1.5 1 2 4.5 94.32 86.36
30 2 1.5 1 2 3.5 94.30 87.50
20f 35 05 1 4.5 95.80 89.30

subsequence. Table 7 summarize the overall performance
for training and test. As before, subsequences with the
length 20 is the best.

4.4 Computational Cost

To exhibit module interpolation capability of mnSOM, it
is better to use many modules. This, however, increases
computational cost. Taking this trade-off into account,
we use 10x10 modules in mnSOM.

We use a PC with Pentium 4 (3.2GHz, 1GB RAM).
mnSOM training based on a single path takes 8.5 hours
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for 400 mnSOM iterations, and 34 hours based on 4
paths. On the other hand, mnSOM test takes only 1.79
seconds for a single path comprising 843 samples. It
means that it takes 2.12 m seconds (1.79/843) at each
time step. Since significant portion of computational cost
is for graphical interface, the actual computational cost
could be smaller than this.

Supposing that the training is over, this run-time is
small enough for real time control of a mobile robot.
In a changing environment, however, on-line learning is
required. This takes a lot of time, hence some hardware
such as FPGA is necessary for this on-line learning.

5 Conclusions and Discussions

We proposed in the present paper to use mnSOM for task
segmentation in navigation of a mobile robot. Modifica-
tion of the standard mnSOM has been proposed. In con-
trast to the standard mnSOM, data classes are unknown
a priori, hence a path is decomposed into shorter sub-
sequences, supposing that a class label does not change
within a subsequence. We explored subsequences with
varying lengths. Subsequences with the length of 20 pro-
duce the best classification performance of 97.62% for
training samples.

To generate a task map with larger generalization,
we proposed to train mnSOM based on multiple paths.
The combined task map provides a map of expert mod-
ules. The resulting mnSOM using subsequences with the

length of 20 produces the best segmentation performance
of 96.73% for training data and 94.05% for a novel data.

One might consider that our proposal is symbolic,
i.e., discretized, control, since we propose modules and
one of them becomes a winner for a subsequence. How-
ever, in contrast to the so-called symbolic approach, mod-
ule interpolation is possible in our approach. We can in-
terpret that mnSOM takes advantage of its module inter-
polation capability to find an appropriate expert module
for a new subsequence.

Although we clarified advantages and disadvantages
of our proposal and [7], we haven’t done comparative
study yet, which is left for further research.

In the current study sensory-motor signals are ob-
tained from a real mobile robot and task segmentation
is done successfully based on them. The original purpose
of mnSOM, however, was to provide desirable control of
a mobile robot based on the resulting task segmentation.
Since the outputs of the winner module provide sensory
signals and motor commands at the next time step, the
winner module can in principle provide motor commands
for a mobile robot. However, if we use the same algorithm
for determining the winner module during training and
test, control for the latter is not satisfactory due to a
big time delay. To deal with this issue, we are currently
doing research to incorporate previous sensory-motor in-
formations and current sensor informations to generate
appropriate motor commands at the next time step. We
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will report the results in the near future.
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