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Vector and tensor analyzing powers of elastic deuteron-proton scattering at 130 MeV deuteron
beam energy
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High precision vector and tensor analyzing power data of the deuteron-proton elastic scattering at 130 MeV
deuteron beam energy have been measured in a large range of angles. They are compared with theoretical
predictions obtained in various approaches: with realistic potentials for pure NN interactions, with the inclusion
of a three-nucleon force, and in the framework of chiral perturbation theory. All the theoretical calculations
describe roughly the main features of the measured distributions, but none of them can reproduce all their details.
This indicates the need for further development of the three-nucleon force models.
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A few nucleon systems are fundamental laboratories for
the study of nuclear interactions. Among them, the system
composed of three nucleons (3N ) is the simplest nontrivial
environment in which nucleon-nucleon (NN ) force models
can be tested. Though the 3N system properties at not-too-high
energies are determined mainly by pairwise nucleon-nucleon
interactions, additional dynamics related to the presence of
the third nucleon, the so-called three nucleon force (3NF), is
clearly needed. It is introduced to the theoretical formalism by
means of semiphenomenological models such as the Tucson-
Melbourne (TM) 3NF [1]. Its basic ingredient is the excitation
of one of the nucleons into an intermediate � via a 2π

exchange with the other two nucleons. Alternatively, 3NF can
be generated by an explicit treatment of the � isobar excitation
[2]. When the chiral perturbation theory (ChPT) is used at the
next-to-next-to-leading order (NNLO), the 3N contributions
arise naturally, fully consistently with the NN force terms
[3]. Rich experimental evidence of the importance of the
additional dynamics in 3N systems stems at present from the
nucleon-deuteron elastic scattering observables. The picture
emerging from comparisons of various data with theoretical
predictions is, however, not fully consistent. In several cases,
where the NN forces alone fail to reproduce the observables,
the inclusion of 3NF leads to significant improvements [4–12]
(for earlier references, see Ref. [13]). There are also cases when
discrepancies between the experimental data and theoretical
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predictions remain if the presently available 3N dynamics is
employed. For some cases, especially for various polarization
observables [6–8,12,14], the NN+3NF calculations lead to a
worse description of the data than the ones using just pure NN

forces. This may indicate that some ingredients are still missing
in the assumed dynamics, in particular in the spin-dependent
part of the present models of 3NF.

For further tests and developments of the 3NF models, a
large basis of precise data is necessary, while even in the
case of the elastic scattering process there are still regions
of energies and observables for which the information is not
abundant. It is the case for deuteron polarization observables
in the energy domain between 50 and 200 MeV per nucleon,
where significant 3NF effects are predicted, while Coulomb
and relativistic effects are practically negligible [15–17]. A
systematic study at deuteron beam energies between 75 and
190 MeV [18] provided tensor and vector analyzing powers,
but their precision is not sufficient to allow a quantitative
comparison of descriptions given by various models. Later
developments of ion sources and experimental techniques
provided tools to achieve the required precision, but up to now
only a few measurements have been performed. Most of them
were carried out at RIKEN facility: deuteron vector and tensor
analyzing powers were measured over almost the whole angu-
lar range at deuteron beam energies of 140, 200, and 270 MeV
[9,12,19], and at 130 MeV these observables were studied
with the setup covering about 50◦ range in the center-of-mass
frame [20]. Moreover, deuteron-to-proton polarization transfer
coefficients were measured at 270 MeV [12]. At the IUCF,
a set of polarization observables—deuteron analyzing powers
and spin correlation coefficients—was measured for pd elastic
scattering with a polarized deuteron target [21]. These studies
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were performed at the high energy end of the energy domain
considered here, with proton beam energies of 135 and
200 MeV.

The deuteron analyzing power data presented in this
paper were measured with the 130 MeV deuteron beam at
Kernfysisch Versneller Instituut (KVI), Groningen. The angu-
lar range of this measurement, covering over 100◦ in the center-
of-mass frame, partially overlaps the previously measured data
at this energy [20], which allows the determination of the
beam polarization, as described below. The experiment was
optimized for studies of the breakup process in a large phase
space region, for which large acceptance, high statistics of
the data and good angular resolution were required. Fulfilling
these demands was also very advantageous for acquiring high
precision elastic scattering data. Here we only briefly describe
the experimental arrangement and data analysis procedure,
more details are given in Refs. [22,23].

Polarized deuterons were produced in the KVI atomic beam
polarized ion source (POLIS) [24] in seven states correspond-
ing to various combinations of vector and tensor polarizations
(PZ, PZZ): (0, 0), (2/3, 0), (−2/3, 0), (0, 1), (0,−2), (1/3, 1),
(1/3,−1). The values in brackets denote maximal theoretical
values for 100% efficient transitions between the states of
atomic deuterium. To minimize the contribution of accidental
coincidences, the measurement was carried out with a very
low beam current of about 40 pA, precisely measured in the
Faraday cup. The vector and tensor polarized deuteron beam,
accelerated in AGOR cyclotron to 130 MeV, was focused to
a spot approximately 2 mm in diameter on a 6 mm thick
liquid hydrogen target. The experimental setup, small angle
large acceptance detector (SALAD), consisted of a three-plane
multiwire proportional chamber (MWPC) and two layers of
a segmented scintillator hodoscope: transmission �E and
stopping E detectors. Position information from the MWPC
was used for reconstruction of the particle emission angles,
while the hodoscope allowed us to identify the particles,
determine their energies, and define trigger conditions. The
detection system covered the range between about 10◦ and 35◦
in the polar angles θ and the full (2π ) range of the azimuthal
angles ϕ. Data readout and acquisition systems were optimized
for high throughput. Digitizing modules (analog-to-digital and
time-to-digital converters) in the Fast Encoding and Readout
Arrangement (FERA) standard were used, and a proportional
chamber operating system (PCOS) readout was integrated at
the end of the FERA chain. All the data were sent to two
VME memories, working in the alternative buffering mode.
The acquisition was controlled with the use of the GSI data
acquisition system, Multi Branch System (MBS) [25] by the
front-end processor RIO2, operating under a LynxOS real-time
system. Dead time of the readout and acquisition systems was
monitored continuously and registered as scaler rates, acquired
every second.

In the first step of the data analysis, elastic scattering
events were selected. Protons were cleanly discriminated from
deuterons on the basis of �E − E dependence. Within the
acceptance of the SALAD detector, one can distinguish three
classes of the elastic scattering events: (i) proton-deuteron
coincidences when both particles are fully identified, (ii)
proton-deuteron coincidences when deuterons have energies

too low to reach the stopping detector, i.e., to be identified, and
(iii) single deuterons. In the second category, a small (below
5%) admixture of breakup events is possible, which barely
affects the results. Measurement of the time of the particle
registration with respect to the rf signal allowed us to determine
and subtract the contribution of accidental coincidences, which
was below 1%. The well-reproduced correlation between the
proton and deuteron emission angles confirms that there was,
at a level below 0.3◦, no systematic shift of the reconstructed
polar angles. The high quality of the data is confirmed by the
well-reproduced shape of the elastic scattering cross section
distribution [23].

To study polarization observables, the elastic scattering
events collected for each of the polarization states P =
(PZ, PZZ) were analyzed. Considering angular resolution of
the detector, bins of 1◦ in the polar angle were chosen. The
binning was applied to proton angles (θ lab

p ) or deuteron angles
(θ lab

d ) for coincidence and single deuteron events, respectively.
Laboratory polar angles close to 30◦ for single deuterons were
rejected from the analysis, since �θ lab

d of 1◦ in this region
corresponds to few degrees in the center-of-mass system,
resulting in large variations of the observables within the bin.
For each polar angle, events were sorted with respect to the
angle ϕ between the polarization direction and the scattering
plane, with the binning of 10◦. The obtained numbers of events
have been normalized to the charge collected in the Faraday
cup and corrected for dead time losses. After normalization,
the numbers of the elastically scattered events Nθ

P (ϕ) for the
selected polarization state P and polar angle θ were obtained
as a function of the angle ϕ. On their basis, the ratio

f θ
P (ϕ) = Nθ

P (ϕ) − Nθ
0 (ϕ)

Nθ
0 (ϕ)

(1)

FIG. 1. (Color online) Ratios f θ
P (ϕ) for six different polarization

states for one chosen polar angle θ c.m.
d = 128.7◦ (symbols). The

error bars represent statistical uncertainties. The nominal (maximal)
polarization values are indicated in the panels. The lines are the results
of the fit, as described in the text.
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FIG. 2. (Color online) Vector and tensor analyzing powers for dp
elastic scattering at 130 MeV: this work (dots), data from Ref. [18]
(squares), and RIKEN data [20] (triangles). Theoretical predictions
of different approaches are shown as lines and bands, as specified by
the legend in the panel.

was constructed. Nθ
0 (ϕ) denotes the analogously obtained

number of events for the unpolarized beam. All factors
constant in time, e.g., target thickness or detection efficiency,
cancel in the ratio and thus do not have to be included in the
normalization procedure.

Since the evaluated numbers of events are directly propor-
tional to the corresponding cross sections, the formula for Nθ

P

can be expressed by

Nθ
P (ϕ) = Nθ

0 (ϕ) ·
[

1 + iT11(θ )
√

3PZ cos ϕ

− T22(θ )

√
3

2
PZZ cos 2ϕ − T20(θ )

√
2

4
PZZ

]
, (2)

FIG. 3. (Color online) Net effect of 3NF for the T22 data measured
at beam energies of 130 MeV (full dots, this work; open triangles,
Ref. [20]) and 140 MeV (full triangles, Ref. [12]).

where iT11(θ ) and T22(θ ), T20(θ ) are spherical vector and
tensor analyzing powers, respectively. Substituting formula
(2) into Eq. (1) results in the final expression for the ratio
f θ

P (ϕ) as a function of the angle ϕ:

f θ
P (ϕ) = iT11(θ )

√
3PZ cos ϕ − T22(θ )

√
3

2
PZZ cos 2ϕ

− T20(θ )

√
2

4
PZZ. (3)

Fit of the function given in Eq. (3) to the experimental
f θ

P (ϕ) distribution can be used to obtain polarization values if
the analyzing powers are known; or vice versa, with the known
polarization values, one is able to extract analyzing powers. In
the region of θ c.m.

d � 119◦, values of the analyzing powers were
determined in a separate, dedicated experiment at RIKEN [20],
using the absolute calibration of the beam polarization via
the 12C( �d, α)10B ∗ [2+] reaction [26]. In our measurement,
θ c.m.
d = 119◦ lies close to the low limit of the angular range

in which dp coincidences were registered. Kinematical cuts
set on coincidences ensure particularly clean selection of the
elastic scattering events; therefore, at this angle we used the
procedure outlined above to extract PZ and PZZ . The results
obtained for various polarization states are given in Table I.
Systematic errors follow from systematic uncertainties of the
analyzing powers used in the fit. The other approach is to use
the whole set of points from the RIKEN experiment and to find
the polarization values giving the best match of the analyzing
power data from both measurements. This procedure leads to
about 6% lower values of PZ and PZZ . The difference reflects a
slight difference in shapes of the analyzing power distributions

TABLE I. Beam polarization values obtained for various (PZ, PZZ) states; for more
details, see text.

(PZ, PZZ) PZ �P stat
Z �P

sys
Z PZZ �P stat

ZZ �P
sys
ZZ

(+ 1
3 ,−1) 0.265 0.007 0.007 −0.731 0.041 0.019

(+ 2
3 , 0) 0.450 0.009 0.010 −0.083 0.050 0.023

(− 2
3 , 0) −0.469 0.009 0.010 0.063 0.052 0.002

(0, +1) −0.058 0.006 0.002 0.517 0.053 0.016

(0, −2) 0.009 0.005 0.001 −1.372 0.031 0.032

(+ 1
3 ,+1) 0.219 0.011 0.006 0.611 0.091 0.020

057001-3



BRIEF REPORTS PHYSICAL REVIEW C 76, 057001 (2007)

obtained in these two measurements and follows from their
overall systematic errors. Finally, we calculated averages of
PZ and PZZ following from these two approaches and assigned
them a systematic error of ±3%. The obtained values of PZ

and PZZ were subsequently used in fits for determination of
the analyzing powers at all analyzed θ c.m.

d angles. Examples of
distributions for θ c.m.

d = 128.7◦ (corresponding to θ lab
d = 25◦)

together with the fitted curves f θ
P (ϕ) are shown in Fig. 1.

Good agreement of the analyzing power results obtained
from different polarization states allows us to calculate their
weighted average. The final results are compared in Fig. 2
with theoretical predictions obtained in various approaches and
with the data points from the RIKEN experiment at 130 MeV
[20] and from an older measurement at 131 MeV [18]. Our
data are presented with the statistical uncertainties only. The
main contribution to the systematic errors (shown separately
at the bottom of each panel) propagates from the errors of
polarizations and affects mainly the overall normalization
factor.

In the case of vector analyzing power iT11, all the
models provide similar predictions, generally confirmed by
the data. Above 90◦, the calculations that included TM99
3NF (2N+TM99) differ slightly from the predictions with
pure NN potentials (2N) and coupled-channel calculations
(CDB+�), but the data do not favor any of them. The
best description of T20 is given by calculations within the
coupled-channel framework with the CD Bonn+� potential,
while the predictions of the ChPT and 2N+TM99 calculations
are in disagreement with the data. The most interesting is
T22, for which the largest effects of 3NF are predicted. For
θ c.m.
d below 120◦, the conclusions reached in Ref. [20] are

confirmed: pure 2N and CDB+� calculations are consistent
with the data. However, at larger θ c.m.

d the data points follow

the 2N+TM99 predictions. ChPT calculations for T22 agree
with the data over the whole angular range, but the theoretical
uncertainty band is wide. For all studied observables, the
effects of including Coulomb force into coupled-channel
calculations (CDB+�+Coul.) are negligible (cf. Fig. 2).

To examine the behavior of T22 in more detail and to com-
pare the results with the data measured at 140 MeV [12], the
net effect of 3NF is studied in Fig. 3. We limit our discussion
to predictions obtained with the CD Bonn potential. The T22

values obtained with the pure NN CD Bonn potential (T 2N
22 )

were subtracted from both the data points and the predictions
obtained with inclusion of the TM99 3NF (T 3N+2N

22 ). The same
procedure was applied for both beam energies.

Below 120◦, most of the data points are consistent with zero,
i.e., they are well described by the pure NN force predictions.
At larger angles, the addition of the TM99 3NF improves the
description significantly; but for the beam energy of 140 MeV,
the predicted effect of 3NF is not large enough to reproduce
the data.

The high precision of the analyzing power data allows us
to test the theoretical predictions at a new level of accuracy.
The results presented here support the conclusion, following
also from earlier studies, that in this energy region various
calculations provide quite a good description of data, but
none of them reproduce all the details of the experimental
distributions. This strongly indicates that more refined models
of 3NF are needed.
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