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Abstract. A knowledge-based system is suitable for realizing advanced
functions that require domain-specific expert knowledge in enterprise-
mission-critical information systems (enterprise applications). This pa-
per describes a newly implemented multi-threaded Prolog system that
evolves single-threaded Inside Prolog. It is intended as a means to apply
a knowledge-based system written in Prolog to an enterprise application.
It realizes a high degree of parallelism on an SMP system by minimizing
mutual exclusion for scalability essential in enterprise use. Also briefly
introduced is the knowledge processing server which is a framework for
operating a knowledge-based system written in Prolog with an enterprise
application. Experimental results indicated that on an SMP system the
multi-threaded Prolog could achieve a high degree of parallelism while
the server could obtain scalability. The application of the server to clini-
cal decision support in a hospital information system also demonstrated
that the multi-threaded Prolog and the server were sufficiently robust
for use in an enterprise application.

1 Introduction

Advanced functions that utilize domain-specific expert knowledge are needed
for enterprise-mission-critical information systems (hereinafter called enterprise
applications) such as hospital information systems and logistics management
systems. Clinical decision support [1] for preventing medical errors and order
placement support for optimal inventory management are such examples. A
knowledge-based system is suitable for realizing such functions because it can
incorporate a knowledge base in which domain-specific expert knowledge is sys-
tematized and described.

Production systems in combination with Java technology [2] have been stud-
ied as a means to apply a knowledge-based system to an enterprise application
[3–5]. They provide possibilities of improving the development and maintenance
of an enterprise application to separate business rules, which are repeatedly up-
dated, from workflow descriptions, which are rarely updated. However, certain
issues involved in applying a production system to large business rules, that is,
side effects, combinatorial explosion, and control saturation [6], have not been



sufficiently resolved in these systems. On the other hand, Prolog, which is suit-
able for knowledge processing, in combination with Java technology has also
been studied with the aim of advancing the development of information systems
[7–11]. However, there remain unresolved issues of scalability and transaction
processing which are essential to enterprise applications.

The authors have been developing an integrated development environment
called Inside Prolog [12], which is dedicated to knowledge-based systems. Various
knowledge-based systems, such as design calculation support systems [13–15] and
health care support systems [16, 17], have been developed using Inside Prolog
and put to practical use [18]. Inside Prolog provides standard Prolog function-
ality, conforming to ISO/IEC 13211-1 [19], and also provides a large variety
of Application Programming Interfaces (APIs) which are essential for practi-
cal application development. These features allow the consistent development of
knowledge-based systems from prototypes to practical use. It has been, however,
difficult to apply Inside Prolog to an enterprise application as is, because only a
stand-alone system was within the scope of Inside Prolog.

Therefore, in order to cope with the scalability issue, the authors initially
developed a new Prolog system that was capable of multi-threading by evolving
Inside Prolog. The authors then developed the knowledge processing server [20]
for operating various knowledge-based systems with enterprise applications by
combining this multi-threaded Prolog system with Java technology. The knowl-
edge processing server has been practically applied to clinical decision support
[21, 22, 20] in the hospital information system CAFE [23, 24], and it enables
validation of contraindications within diseases, drugs, and laboratory results,
suggestion of the quantity and administration conditions of a medication order,
and the summarization of clinical data such as laboratory results.

This paper describes an overview of Inside Prolog and its multi-thread ex-
tension for enterprise use. The knowledge processing server is then briefly intro-
duced. Finally, the multi-thread feature and parallelism of multi-threaded Inside
Prolog, and the scalability of the knowledge processing server are evaluated.

2 Overview of Inside Prolog

Inside Prolog is an ISO/IEC 13211-1 compliant Prolog system with various ex-
tensions. It is developed over the Prolog abstract machine TOAM, which is based
on WAM [25]. Figure 1 illustrates the system architecture of Inside Prolog. It
provides several optimization features, such as unification optimization using the
matching tree [26] and the translation of determinate predicates to C functions
[27]. It also provides advanced APIs, which are required for the development of
practical applications, and integration APIs, which are required for integration
with existing information systems, in a uniform platform-independent manner
1. These features allow the consistent development of knowledge-based systems
from prototypes to practical use using one programming language, Prolog.

1 Platform-specific functions, such as OLE on Windows, are designed so as to eliminate
platform differences from an application program by providing minimal libraries.
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The following subsections briefly introduce several topics related to a multi-
thread extension of Inside Prolog.

2.1 Memory Model

TOAM has three stacks - a control stack, trail stack, and global stack (or heap)
- and a data area (or atom area) for storing global data such as predicate defi-
nitions. The data area is divided into two, i.e., a persistent area and a transient
area. Data that are never modified dynamically, such as an inference engine and
GUI of a knowledge-based system, are stored in the persistent area, while data
that can be modified dynamically, such as a knowledge base and execution re-
sults, are stored in the transient area. The separation of the data area has the
following advantages. That is, the performance of garbage collection can be im-
proved due to the exclusion of the persistent area from its target; the reliability
of a system can be improved due to the prevention of unexpected modifica-
tions while further optimizations are possible using the immutability of program
locations as described in Sect. 2.3.

2.2 Program Code Representation

The components of a knowledge-based system can be classified into several cate-
gories. Immutable programs such as an inference engine and GUI, mutable data
such as inference rules and clinical information, and programs generated dynam-
ically from these data are such examples. These components can be expressed



in a uniform representation of a program code because Prolog’s programs and
data can be handled in the same manner. However, a program in each cate-
gory has both advantages and disadvantages if a uniform representation is used.
For example, if a program generated from an inference rule, as well as an in-
ference engine are optimized, the program’s execution speed can be improved;
however, its optimization costs result in the inconvenience of the interactive de-
bugging of inference rules. Therefore, Inside Prolog allows the choice of the most
suitable representation of a program code from the following according to its
role and scene in an application, and thus enables the development of practical
knowledge-based systems.

Static program A static program is represented as a bytecode generated by
an optimizing compiler [26]. It is appropriate to a static predicate whose
execution speed is important, and one that is never modified while an appli-
cation is running. A static program is stored in either the persistent area or
the transient area according to a directive.

Native program A native program is a kind of a built-in predicate represented
as C functions that are translated from a determinate predicate [27]. It is
appropriate to a static predicate whose execution speed is strongly impor-
tant, and one whose definition is rarely changed. Although the translation is
automatic, its use is limited because the object binaries rely on the platform.

Incremental program An incremental program is represented as a bytecode 2

generated by an incremental (non-optimizing) compiler invoked by asserta/1

and assertz/1. It is appropriate to a dynamic predicate that is defined and
executed dynamically. In such a case, the balance between the time required
for each is important. The compilation is speeded up by the omission of the
optimization while the execution is speeded up by the omission of the logical
database update [19].

Interpretive program An interpretive program is represented as a term that
is interpreted by the Prolog interpreter. It is appropriate to a dynamic pred-
icate which is defined and executed dynamically in the manner of an incre-
mental program, but the compilation has little effect on execution time. In
the case of a unit clause composed of ground terms, the same effect as that
of structure copying [28] can be expected because terms are shared without
being copied to the global stack. For example, it is appropriate to clinical
information on drug-drug interactions [21, 22] and engineering information
regarding product catalogues [29] because they can be represented as a set
of unit clauses composed of ground terms.

2.3 Optimization by Instruction Rewriting

On the execution of a predicate, the symbol table is repeatedly referred to in
order to determine the program code associated with a predicate name. The time
required for referring to the table once is very short, but the cumulative time is

2 It also has a term representation for clause/2.



not negligible if the same predicate is executed repeatedly. Therefore, predicate
call instructions, such as call and execute, are optimized by rewriting these
instructions according to the type of a program code being called. For example,
if a predicate being called is a static program stored in the persistent area,
a predicate call instruction call to this predicate is rewritten as a direct call
instruction call directwith an absolute address because the location of a static
program is fixed in the persistent area. Likewise, a call instruction to a native
program is rewritten as call native, and others as call indirect that refers
to the symbol table. Thus, instructions that refer to the symbol table are limited
to only a few instructions such as call indirect.

3 Multi-Thread Extension for Enterprise Applications

This section describes a multi-thread extension of Inside Prolog for expanding
its application domains to enterprise applications.

3.1 Multi-Threading Prolog

Several approaches are known to realize multi-threading in Prolog. The first is to
realize scheduling and context switching in a Prolog abstract machine by itself
[7, 30]. The second is to utilize a standard multi-thread library for scheduling and
context switching [9, 8]. In the case of Java-based implementation, the third is to
create multiple single-threaded Prolog engines, and run them in multiple Java
threads [10, 31]. The first approach is a kind of user-level thread model, and has
an advantage in performance because kernel resources are not consumed, and
context switching and synchronization can be simplified. It is, however, difficult
to utilize the multiple processors of an SMP system [32]. The second approach
has disadvantages in regard to the costs of context switching and synchroniza-
tion. However, the throughput can be improved by parallel processing on an SMP
system. The third approach has advantages in parallel processing over other ap-
proaches, but it is inadequate for a large knowledge base because the data area
cannot be shared between threads.

Inside Prolog adopts the second approach so that it can deal with a large
knowledge base, and has advantages in throughput improvement on an SMP
system. The POSIX thread library of Unix and Linux, and the Windows thread
library can be used as the multi-thread library.

3.2 Execution Model

Figure 2 illustrates the execution model of multi-threaded Inside Prolog 3.

3 Hereinafter, a multi-threaded version of Inside Prolog is also called Inside Prolog
only when there is no possibility of confusion.
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Fig. 2. Execution model of multi-threaded Inside Prolog

Shared variables Shared variables between threads require major changes of
the abstract machine TOAM regarding the handling of backtracking and its
organization [8]. Therefore, communication mechanisms using shared vari-
ables between threads are omitted.

Communication Shared message queues created in the transient area are used
for communication between threads. The shared message queue is capable
of sending and receiving messages in multi-thread safety. It is also possible
to send an interrupt message as an exception from one thread to another.

Synchronization Mutual exclusion object (mutex), condition variable (cond),
and read/write mutex based on POSIX threads are provided for the basic
synchronization mechanism. Mutex, cond, and read/write mutex are created
in the transient area, and are shared between threads.

Thread-local data Globally shared data that should not be reclaimed on back-
tracking are usually kept in the data area by associating them with the
symbol table using asserta/1, assertz/1 and so on. However, the risk of
contention exists because the symbol table is shared by all threads. The
thread-local data is provided for managing shared data specific to a thread.



3.3 Extension of Prolog Abstract Machine

Major changes of TOAM for realizing the multi-thread feature include the in-
troduction of thread control data and synchronization 4. The thread control
data manages the state of multi-threaded TOAM per thread, such as stacks and
registers; in single-threaded TOAM these are managed using global variables.
Thread control data can be implemented using the thread local storage 5 of a
standard multi-thread library. On the other hand, even though synchronization
is unavoidable when accessing the symbol table and the data area, heavy use
of synchronization may cause significant performance degradation, and multi-
ple processors of an SMP system cannot be utilized effectively if the length of
mutual exclusion is long.

There are three cases that require synchronization in TOAM. That is, the
handling of catch/3 and throw/1 that deal with exceptions saved in the tran-
sient area; the rewriting of predicate call instructions such as call; and the
handling of predicate call instructions that refer to the symbol table, such as
call indirect. The first case does not affect usual inference performance and
parallelism because it happens only when exceptions are thrown. The influence of
the second case must be negligibly small because synchronization is required only
once for each instruction occurrence. On the other hand, the third case invokes
a program stored in the transient area, and this invocation procedure consists
of several inseparable steps. Therefore, synchronization is generally required so
that the definition and execution of a predicate can be performed safely under a
multi-threaded environment, though synchronization seriously affects inference
performance and parallelism. In case the definition and execution of a predicate
are performed in parallel, it is customary to ensure the consistency of a predi-
cate definition using explicit synchronization by an application program itself,
as described in Fig. 3 of Sect. 3.4. Consequently, the omission of synchronization
by TOAM is less likely to become a practical issue.

Therefore, synchronization regarding static programs and incremental pro-
grams is omitted by TOAM in order to give priority to inference performance and
parallelism. In contrast, interpretive programs are synchronized by clause/2,
assertz/1 and so on for ensuring the consistency of hash tables for clause in-
dexing and preserving the logical database update. This allows the choice of the
most suitable representation of a program code according to its role and scene
from the viewpoint of inference performance and parallelism, and the consistency
of a predicate definition.

3.4 Examples of Multi-Thread Programming

Figure 3 shows a programming example of the producer-consumer problem writ-
ten in Inside Prolog. A condition variable is created by cond create/1 for sus-

4 Built-in predicates that access the symbol table and the data area also must incor-
porate synchronization.

5 For example, it is provided by pthread getspecific() and its family of POSIX
threads and TlsGetValue() and its family of Windows.



pension and resumption of threads, and a mutual exclusion object is created
by mutex create/1. Consumer and producer threads that execute consumer/2

and producer/2 predicates, respectively, are created by thread create/3. A
buffer shared by these two threads is represented by buffer/1, and its con-
tents are updated by assertz/1 and retract/1 with synchronization using
with mutex lock/2. Threads are suspended by cond wait/2 when the buffer is
empty or full, and are resumed by cond signal/1 when the state of the buffer
is changed.

4 Knowledge Processing Server

The knowledge processing server is a framework for operating a knowledge-based
system written in Inside Prolog with an enterprise application, and for provid-
ing inference services to an enterprise application using a knowledge base. It is
independent of any enterprise application and any knowledge-based system, and
is realized by combining Inside Prolog and Java. The server improves interoper-
ability with various enterprise applications due to its adaptation to distributed
object technology, such as RMI, SOAP, and CORBA, using Java. The server
also makes it easier to incorporate a knowledge-based system into a transaction
system by allowing a knowledge-based system to inherit the transactions of an
enterprise application in the J2EE environment.

Figure 4 illustrates a simplified system configuration of the server that applies
a knowledge-based clinical decision support system to the hospital information
system CAFE in a J2EE environment. The clinical knowledge base stores med-
ical inference rules used for clinical decision support such as the validation of
contraindications and proposals of appropriate administration conditions, while
the clinical database consistently stores patient records such as the disease names
and medication orders of patients. The EJB client provides clinical support func-
tions to health care professionals using an application which handles workflow
in a hospital, and the clinical decision support system. The session bean is a
service interface to clinical decision support functions provided by the knowl-
edge processing server. The inference engine for clinical decision support is a
knowledge-based system written in Prolog. The knowledge base adaptor is a
Prolog program that fits data types and data structures used in a service inter-
face into an inference engine and a knowledge base, and vice versa. The external
data interface is used to access external data, such as patient records in the
clinical database, from the inference engine via EJB/JNDI services. The Prolog
server is a generalized mechanism that mediates communications between a ser-
vice interface written in Java and a knowledge-based system written in Prolog.

5 Performance Evaluation

This section presents the evaluation results for the multi-thread feature and
parallelism of Inside Prolog, and the scalability of the knowledge processing
server.



producer_consumer :-

cond_create(Cond), % Create a condition variable

mutex_create(Mutex), % Create a mutual exclusion object

%% Create a producer thread, and call producer/2.

thread_create(Producer, producer(Cond, Mutex), []),

%% Create a consumer thread, and call consumer/2.

thread_create(Consumer, consumer(Cond, Mutex), []).

producer(Cond, Mutex) :-

repeat,

produce_item(Item),

with_mutex_lock(Mutex,

(%% Wait until the buffer has a vacant.

(buffer(Items0), length(Items0, 100) ->

cond_wait(Cond, Mutex) ; true),

%% Add an item to the buffer.

retract(buffer(Items)),

append(Items, [Item], Items1),

assertz(buffer(Items1)),

%% Notify a consumer when the buffer becomes non-emtpy.

(Items1 == [Item] -> cond_signal(Cond) ; true)

)),

fail.

consumer(Cond, Mutex) :-

repeat,

with_mutex_lock(Mutex,

(%% Wait until the buffer becomes non-empty.

(buffer([]) -> cond_wait(Cond, Mutex) ; true),

%% Take out an item from the buffer.

retract(buffer([Item | Items])),

assertz(buffer(Items)),

%% Notify a producer when the buffer has a vacant.

(length(Items, 99) -> cond_signal(Cond) ; true)

)),

consume_item(Item),

fail.

%% An initial value of the buffer is empty.

buffer([]).

Fig. 3. Programming example of the producer-consumer problem
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5.1 Overhead Costs of the Multi-Thread Extension

In order to evaluate the overhead of the multi-thread extension, the elapsed
times of single- and multi-threaded versions were compared using benchmark
programs boyer, 8 queens, qsort, and takeuchi. Interpretive, incremental, and
static program code representations were applied. Static programs were stored
in the persistent area and executed once to obtain normal performance by forcing
the instructions to be rewritten before the measurement. Sun V880 with 1 CPU
was used in this experiment.

Figure 5 shows the elapsed time ratios of the multi-threaded to the single-
threaded version. The results indicate that the overhead costs of the multi-thread
extension are about 20% at its maximum. These costs are due to synchronization
and representation changes of the TOAM state from global variables to pointer
accesses through the thread control data, as in SWI-Prolog [9].

5.2 Parallelism on SMP Systems

In order to evaluate the parallelism of each program code representation on an
SMP system, the elapsed times of the benchmark programs were measured using
a Sun V880 with various CPU configurations. Each of the benchmark programs
was executed in parallel. The number of CPUs varied from 1 to 4, and the
number of threads that execute the programs in parallel varied from 1 to 8.

Figures 6 and 7 show the results of the interpretive and static programs
of 8 queens. Elapsed times are normalized by the elapsed time in the case of
one thread for each CPU configuration. The elapsed times of the interpretive
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program were increased as the number of threads increased. Elapsed times were
also increased if the number of CPUs was greater than two. This is because an
interpretive program requires synchronization of the transient area as described
in Sect. 3.3. In contrast, the elapsed times of the static program decreased as
the number of CPUs increased when the numbers of threads were the same.
Especially, when the number of threads was equal to or smaller than that of
CPUs, the elapsed times did not increase even if the number of threads increased.
This is because synchronization is unnecessary for a static program after the
instruction rewriting. Results similar to those of a static program were obtained
for an incremental program except for real elapsed times due to optimization
differences. The results of qsort and takeuchi were almost the same.

On the other hand, the results of all program codes of boyer were similar to
those of the interpretive program of 8 queens as shown in Figs. 8 and 9. This is
because parallelism is decreased due to the synchronization caused by the heavy
use of functor/3 which accesses the symbol table.

These results indicate that the multi-thread extension is effective in parallel
processing on SMP systems for incremental and static programs if predicates
including synchronization are not used frequently.

5.3 Scalability of the Knowledge Processing Server

In order to evaluate the scalability of the knowledge processing server on an SMP
system, the server was applied to a J2EE-based application, and the elapsed
times of the inference service were measured against multiple clients. The exper-
imental application was modeled upon the hospital information system CAFE,
and its system configuration was similar to that shown in Fig. 4 except for an
EJB client, the inference rules in the clinical knowledge base, and the entities
stored in the clinical database.

Initially, a client creates twenty entity beans, whose class is defined for this
experiment and has about ten fields, using an application server. A client then
invokes the inference rules stored in the knowledge base through a session bean.
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The inference rules search for twenty entity beans that meet query conditions,
and refer to the values of their fields.

The application server was deployed in a Sun V880 with from 1 CPU to 4
CPUs, and a database management system was deployed in a Sun Ultra60 with
2 CPUs. The number of threads that execute the inference engine was varied
from 1 to 8. The number of clients varied from 1 to 32, and they were run on a
maximum of eight machines. Elapsed times were measured at the point where a
session bean invoked a method of the Prolog server (indicated as circles in Fig.
4).

Figures 10, 11, and 12 show elapsed times normalized by the elapsed time
(about 0.027 seconds) in the case of one thread against one client. These results
indicate that the elapsed times increased as the number of clients increased, but
throughput speed was improved by increasing the number of threads and CPUs.
For example, in the cases of 32 clients and 8 threads, the elapsed times of 2 and
4 CPUs cases were improved 0.51-fold (B in Fig. 11) and 0.28-fold (C in Fig.
12) over that of 1 CPU case (A in Fig. 10). The improvement ratios, however,
did not reach the points estimated based on the number of CPUs, and they
slowed down by degrees. Both the inference engine and the inference rules used
in this experiment are represented as static programs 6, and the synchronization
caused by these code representations is not included. Consequently, one reason
for bounding scalability is the synchronization included in both the inference
engine and the Java interface of Inside Prolog. However, it seems that this effect
is sufficiently small because the elapsed times are not increased even on an SMP
system of up to 4 CPUs, unlike boyer.

6 Conclusion

This paper describes a newly implemented multi-threaded Prolog system that
evolves single-threaded Inside Prolog. It is intended as a means to apply a

6 Inference rules are represented as incremental programs in a development phase and
static programs in an operation phase.
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knowledge-based system written in Inside Prolog to an enterprise application. It
provides several representations of a program code, and allows the choice of the
most suitable one according to its role and scene in an application. This allows
the realization of a high degree of parallelism on an SMP system by minimizing
mutual exclusion in the Prolog abstract machine TOAM. Also briefly intro-
duced is the knowledge processing server which is a framework for operating a
knowledge-based system written in Inside Prolog with an enterprise application.

The results of experiments using benchmark programs indicated that the
overhead cost of the multi-thread extension was about 20% at its maximum, and
predicates represented as a bytecode could achieve a high degree of parallelism on
an SMP system. The results of experiments regarding the knowledge processing
server also indicated that the extension was effective for the improvement of
throughput speed on an SMP system, and the server could obtain scalability on
it.

The knowledge processing server has been practically applied to clinical de-
cision support in the hospital information system CAFE. It processes about a



thousand prescription orders per day, and contraindications on one order are
validated within about a second. The server has been problem-free for over a
year. This indicates that Inside Prolog and the server are sufficiently robust for
use in an enterprise application.

Because the application for the workflow of the hospital information sys-
tem CAFE became too large to run in a 32 bits version of Java VM, a 64 bits
version for workflow and a 32 bits version for the knowledge processing server
were combined irregularly. It is necessary for Inside Prolog to support a 64 bits
architecture in order to cope with large enterprise applications.
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