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Content search method utilizing the metadata matching
characteristics of both Spatio-temporal content and user request in

the IoT era

Shota AKIYOSHI'®, Nonmember, Yuzo TAENAKA ™, Kazuya TSUKAMOTO "7, Members,

SUMMARY  Cross-domain data fusion is becoming a key driver in the
growth of numerous and diverse applications in the Internet of Things (IoT)
era. We have proposed the concept of a new information platform, Geo-
Centric Information Platform (GCIP), that enables IoT data fusion based
on geolocation, i.e., produces spatio-temporal content (STC), and then pro-
vides the STC to users. In this environment, users cannot know in advance
“when,” “where,” or “what type” of STC is being generated because the
type and timing of STC generation vary dynamically with the diversity of
IoT data generated in each geographical area. This makes it difficult to di-
rectly search for a specific STC requested by the user using the content iden-
tifier (domain name of URI or content name). To solve this problem, a new
content discovery method that does not directly specify content identifiers
is needed while taking into account (1) spatial and (2) temporal constraints.
In our previous study, we proposed a content discovery method that consid-
ers only spatial constraints and did not consider temporal constraints. This
paper proposes a new content discovery method that matches user requests
with content metadata (topic) characteristics while taking into account spa-
tial and temporal constraints. Simulation results show that the proposed
method successfully discovers appropriate STC in response to a user re-
quest.

key words: Internet of Things, Cross-domain data fusion, Content search

1. Introduction

With the development of IoT technology [1], more than 40
billion IoT devices are expected to be connected to the net-
work by 2025, dynamically generating an even greater va-
riety of content. It is also expected that 30 percent of this
content will become real-time data [2]. In this case, depend-
ing on the type (fixed or mobile) and operation of the IoT
device, the data would have various characteristics, such as
data collection interval, data collection areas, data volume,
and data availability. These IoT data must be processed in
real-time in the edge cloud.

We proposed a new information platform, called Geo-
Centric Information Platform (GCIP) [3], which collects,
processes, and distributes IoT data (i.e., realizes IoT data fu-
sion) in a geolocation-aware manner. As shown in Fig. 1,
GCIP consists of nested meshes mapped to geographic lo-
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Fig.1  Assumed environment for GCIP

cations (longitude and latitude), and each cell in the mesh
is assigned a unique ID. By including this ID in the IP ad-
dress and routing it, IoT data generated within each cell can
be stored for each cell. Since each cell also consists of an
edge router and multiple servers to perform IoT data fusion
in its geographic neighborhood, content specific to that cell
can be generated.

In the GCIP, two types of servers, a data store server
(DS server) and a data fusion server (DF server), are de-
ployed in a cell. The DS server collects all IoT data gen-
erated in the corresponding cell, and the DF server uses this
IoT data and generates spatio-temporal content (STC) in the
cell, which is local to the mesh region.

In such cases, users cannot know in advance “when,”
“where,” or "what” content is being generated because the
location, type, and timing of content generation change
dynamically according to these data characteristics. This
makes it difficult for users to directly search for specific con-
tent they have requested using content identifiers (domain
name of URI or content name). So, there is a need for new
content discovery methods that take into account spatial and
temporal constraints that do not use content identifiers.

In our previous work [4], we proposed a spatially con-
strained STC discovery method that does not use content
identifiers by matching user requests with IoT data usage
statistics for each DF server. Although this method can se-
lect the DF server having the largest amount of STC based
on geographic space, a DF server that has less STC is never
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selected even if that server has some appropriate STC for
the user request. In addition, STC has an availability period
(time constraint), but this was not taken into account.

In this paper, we propose an extended STC discovery
method that takes into account spatial and temporal con-
straints based on the previous study. The proposed method
uses cosine similarity to discover DF servers that have a large
amount of STC that is appropriate for the user request and
that will also remain available. This method makes it pos-
sible to provide content that is spatiotemporally fresh and
useful to the user.

The remainder of the present paper is organized as fol-
lows. Section 2 introduces related research on content re-
trieval, and Section 3 gives an overview of our previous re-
search. Section 4 describes the proposed method, and Sec-
tion 5 describes another method for comparison, evaluation
metrics, and simulation results. Finally, Section 6 presents a
summary of our paper.

2. Related Work

In this section, we review existing content retrieval methods.
In the TCP/IP protocol suite used on the current Internet,
users can be made aware of content by a domain name. An
IP address is required to connect to a specific host with the
content of this domain name. In other words, it is assumed
that the domain name of the content is known before the con-
nection is made. This type of network architecture is called
Host-Centric Networking (HCN) [5].

HCN is easy to connect to when the recipient can be
identified in advance, such as in the case of e-mail. How-
ever, it was not easy to find specific content from a huge
amount of content, that is, content searching tended to be
difficult. This problem has now been solved with the de-
velopment of the Domain Name System (DNS) [6-9] and
search engines [10]. The DNS takes the part that specifies
the host from the URL specified by the user and converts the
hostname into an IP address. By sending a content request
to this IP address, the user can easily retrieve the content.
However, it is still difficult for people to know and keep track
of all the content (domain names), so to combat this issue,
search engines (Yahoo!, Google, etc.) have been developed.
This makes it easier to retrieve content as users can simply
search for the content that they want using a list search or
keyword search.

However, in a content-centric world where large
amounts of data are being generated and consumed, as has
been the case in recent years, a content placement system
such as HCN is hardly suitable. This is because users are
not interested in where the content is retrieved from (con-
tent location), but rather in being able to retrieve the content
itself more quickly. As of 2022, 500 hours of video are up-
loaded to the platform every minute on YouTube, and people
watch one billion hours of video every day [11]. In this sce-
nario, having multiple communication servers is more likely
to contribute to load balancing and lower latency than hav-
ing a single server, so having a fixed (HCN) server is not

IEICE TRANS. COMMUN., VOL.Exx—-??, NO.xx XXXX 200x

optimal.

Therefore, around 2010, a new type of network tech-
nology known as Information-Centric Networking (ICN)
[12-14] was proposed. Named Data Networking (NDN)
[15] and Content-Centric Networking (CCN) [16] are two
of the well-known network architectures in this category. In
ICN, users can retrieve desired content from the network by
directly specifying the name of the content to be retrieved in-
stead of the IP address of the destination host. This prevents
the name resolution overhead at the start of communication
when using DNS. This is also expected to improve the re-
sponse time and reduce the communication load on a server.
However, ICN content is given unique names just like IP ad-
dresses in HCN, and thus cannot be retrieved without know-
ing the name of the content. This search method is effective
when the content is available long after it has been deployed,
in any location, and is provided on an ongoing basis.

However, in a situation (GCIP environment) where new
content is being generated every moment by a large amount
of IoT data in the IoT era, content retrieval using content
identifiers becomes extremely difficult because users cannot
know in advance “when,” “where,” or “what type” of con-
tent is being generated. Reference [17] summarizes existing
studies that focus on content retrieval (location-based [18],
metadata-based [19], and event-based [20]). These methods
make independent use of the time, location, and content fac-
tors that must be considered in a GCIP environment. Also,
all previous content search methods use content identifiers
to search.

In this study, we propose a new content retrieval method
that does not use content identifiers with the IoT era in mind.
This is achieved through a topic-based search method that
specifies searches by breaking down content into elements
called topics. The proposed method enables content search-
ing even when the user does not know the content name. Ad-
ditionally, even when the content name is not related to the
topic, if the content was created using IoT data on the speci-
fied topic, it can be retrieved as related to the topic.

3. Geolocation Centric Information Platform [3]

This section describes the conceptual design of GCIP (Fig.
2) and its key technologies. Procedures of GCIP consist of
the following 4 steps [21]. First, IoT data sent from IoT de-
vices within a certain geographic area is replicated by the in-
termediate router(s) and aggregated by geography (Step 1).
Next, the replicated data is forwarded to a proximity edge
server with analysis/processing capabilities (Step 2). The
server(s) processes the collected data and generates some
STC (Step 3). Finally, the server(s) transmits the generated
STC to the user(s) (Step 4).

First, we here describe the key technologies that make
STEP 1 possible [22]. To collect data based on geographic
location, a unique ID embedded in the network address is
used to configure a transmission path with a hierarchical
mesh structure network topology as shown in Fig. 1. The
geographic space is divided into a hierarchical mesh based
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Fig.2  Conceptual design of GCIP

on latitude and longitude, and a unique ID, called a mesh
ID, is assigned to each cell (the size of the smallest mesh
area is a square area with 39 [m] on a side according to the
Open-i area [23] expansion rule). By including the mesh
ID within the IPv6 network address in which the communi-
cation infrastructure is prevalent, the network covering the
cell can be accessed. The length of this mesh ID increases
as the area decreases. Each intermediate router is then as-
signed a unique mesh code so that the router can identify the
geographic area to which it belongs and handle all ToT data
containing the same mesh code.

Second, we describe the key technologies that make
STEP 2 possible. In each mesh on the GCIP, DS servers
are supposed to be installed by local governments, such as
prefectures and municipalities, and DF servers are installed
by content providers who want to provide STC to users in
that region. In this study, we assume that there are a DS
server and several DF servers in a mesh of the GCIP. A sin-
gle DS server manages all IoT data collected in a physical
space delimited by a certain latitude and longitude. In other
words, all data in a particular DS server is associated with a
particular physical area (mesh).

Next, the key technologies that make STEP 3 possible
are described here. In order to make STC generation occur
asynchronously, we use Publish/Subscribe (Pub/Sub) com-
munication (Fig. 1). Here, the mesh router is called the
Publisher, and the DS server is the Broker. The DF server
is the Subscriber. The mesh router duplicates all data sent
from IoT devices to a particular cloud server (original desti-
nation) along the way and publishes these data to the single
DS server with a topic indicating the type of data. At STC
generation, a DF server sends a subscription request to the
DS server specifying multiple topics and processes the re-
ceived data to generate an STC item. At this time, the avail-
ability period for each STC item is set by the DF server. In
the present study, we assume that one STC item is generated
by a set of data collected in one subscription request. Note
that even if a subscription request consists of the same com-
bination of topics, a different STC item may be generated,
but the DS server is not concerned about this point.

From the next section, we explain the method of match-
ing the STC generated from the IoT data collected on a geo-

graphic basis in STEPs 1 to 3 with the user requests in STEP
4.

4. Matching-based STC Discovery
4.1 Conceptual design of the matching search method

Since each DF server is managed by a different operator and
the type and timing of content generation on each DF server
varies, users cannot know what STC is being generated or
when and where this generation occurs, and thus cannot di-
rectly request any DF server for any STC. In this circum-
stance, since it is also difficult for users to specify the name
of the content or explicit keywords, a new search method is
required. Therefore, we focus on the fact that the DS server
receives subscription requests from all DF servers in a cell
at the time of STC generation (STEP 3 in Fig. 2) and thus
can use its statistical information.

The following is an overview of the matching-based
search. The user first sends a search request to the DS server,
which acts as an anchor point in each mesh because the DS
server has all the data in each mesh and has the subscrip-
tion statistics. When the DS server receives the search re-
quest, the server tries to match the subscription statistics for
all DF servers with the user request and chooses an appro-
priate DF server for the request. The DS server then for-
wards the search request to the DF server, and the DF server
sends the user STC that is appropriate for the user request. In
the following, we describe the previous method and its prob-
lems, and then explain the user requirements and matching
procedures for the proposed method.

4.2 Previous search method [4] and remaining problems

In the previous search method, a user is supposed to specify
several topics, which are highly related to the interest of the
user. Each topic has a priority of 0 to 100 but the sum of all
topic priorities is 100. This request is sent to the DS server,
and the DS server chooses the DF server that is expected to
have the largest amount of STC matching the user request. In
order to calculate the expected value of the amount of STC,
E; at DF server i, if we assume that the combination of topics
that satisfy the user request is ¢ (¢ € C), then the request
probability of topic j could be P; ;, and the probability that
DF server i has combination ¢ is G;(¢) = [[ P; ;. Using
these definitions, the expected value of the amount of STC
on DF server i can be expressed as E; = ) .cc(Gi(c) X N;).
N; is the subscribe times of the DF server.

Although this method can select a DF server having the
largest amount of STC, it has two problems. One is that a DF
server that has less than the largest amount of STC can never
be selected, even if that server has appropriate STC for the
user request. This is due to the fact that only one DF server
is selected, and that server is expected to have the most STC
that matches the user request. The other issue is that since all
STC items have an availability period, this should be taken
into account in the search procedure, but it is not. Without
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this consideration, a selected DF server might have only old
(not useful) STC.

4.3 Proposed method

In the proposed method, as shown in Fig. 3, a user specifies
three types of information for STC discovery: location infor-
mation for the target area, the search keywords for the desired
content, and the importance level, which indicates how much
of the user’s intent is included in the search. The importance
level, a number from O (allowing anything) to 100 (strictly
the same), indicates the strength for the user’s intention on
particular topics in percent. For example, specifying 80 will
select STC that contain at least 80% of the keywords (top-
ics) requested by the user, while others (20% or less) may
yield unintended new information. The search keywords are
translated (or decomposed) to topics by using any intention
extraction technique [24] [25], which is beyond the scope of
this paper. At this time, a priority, a number from O to 100,
is also assigned to each topic. The sum of priorities for all
topics is 100. Once the information is received as a request,
the DS server tries to identify an appropriate DF server by
the proposed two-stage search method and then forwards the
request based on the information. The definition of the opti-
mal DF server is described in Section 4.3.1. The first stage
of selecting several candidates for an optimal DF server is
described in Section 4.3.2, and the second stage of selecting
the optimal DF server is described in Section 4.3.3.

4.3.1 Defining the optimal data fusion (DF) server

Since the proposed method takes the freshness and amount
of STC into account in STC search, we need the definition
of the optimal DF server based on these two factors. We
define the optimal DF server as a server that has the largest
amount of STC, that matches the topics given in a user re-
quest, and that has a longer remaining availability period. A
server having a large amount of fresh STC is more benefi-
cial to users than a server having a large amount of old STC,
which is sometimes identified by the method described in
Section 4.2.

The formal definition is as follows. We make two lists
in which DF servers are sorted in the order of the amount of
appropriate STC and the total availability period for all ap-
propriate STC, respectively. The score for each DF server
is calculated by the sum of two numerical values, indicating
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Fig.4  Example of determining the optimal DF server

their order on these lists. The DF server having the small-
est score is treated as optimal. Although this definition of
the optimal DF server is useful to determine a theoretically
optimal server, in practice, nobody has a global view of all
DF servers. This is why the proposed method tries to iden-
tify an optimal server by using statistics on the subscription
requests from every DF server, as will be described in the
next section. If the sum of the ranks is the same, then the
DF server with the largest amount of STC satisfying the user
requirements is defined as the optimal DF server (Fig. 4).
In this way, servers with a large amount of only old STC, or
servers with a small amount of STC but a very long availabil-
ity period for one piece of STC, are not selected, and instead
a server with a large amount of STC and STC with a long
availability period for the entire STC will be determined to
be the optimal server.

4.3.2 Stage 1: Matching algorithm for selecting several
candidates of optimal DF server

Figure 5 shows the matching procedure for the proposed
method. In order to identify an optimal DF server, a DS
server estimates an optimal DF server by matching the sub-
scription statistics on DF servers to the user request. Specifi-
cally, a DS server counts the number of subscription requests
for each topic sent from each DF server and calculates the
ratio of subscriptions for each topic in all subscriptions. A
higher ratio for a topic indicates a DF server is more likely to
have a larger amount of STC on that topic. In contrast, since
a user request includes several topics each having a priority
value, this can be treated such that the user expects STC com-
posed in part from topics with the ratio of the priority value.
From this similar context, a DS server that has information
about the subscription request and the user request matches
these requests to find an optimal DF server.

In order to perform matching, we use cosine similar-
ity to evaluate the similarity of the topic composition in the
subscription of a DF server and user request. The DS server
keeps the combination of topics subscribed to by each DF
server, the last subscription time for each topic from each
DF servers, the subscription interval for each subscription
with the same topic combination, and the total number of
subscriptions. In order to describe the procedure identify-
ing an optimal DF server, we use the following notation for
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subscription information for the DF server and user request:

 Total number of DF servers in the mesh: L

» All topic combinations subscribed to by DF server i:
Ci =A{cin,ciz, s Cims s Cina }

* c;m containing topic j in C;: C;.

* Last subscription time for ¢;p: ¢,

* Subscription interval for ¢;p,: ic,,,

* Total number of subscriptions for ¢;;,,: ne,,,

 Total number of subscriptions for STC that satisfy the
user request: ngyy

Next, we calculate the ratio of the combination c¢;;;, to
the subscriptions of one DF server. We set the importance
level specified in a user request as a threshold o and select
only topic combinations c¢,,,, where the total value of the pri-
ority in the user request exceeds a. That is, the topic com-
binations depend on the importance level, @, which could be
that of only one topic, even if a user request includes several
topics. This is to obtain a search result involving related in-
formation. We define the weight for each element in c;y,,, as
Wey = feyp [Msum- Then, we define the weight w; of topic j
as the sum of the w,,,, of the elements in C’,. The normalized
vector of weights for each topic is defined as the weight vec-
tor W of the DF server. Finally, we define Wy, as the weight
vector of the DF server when the user specifies the impor-
tance of a topic. Using these vectors, we calculate the cosine
similarity as in Eq. 1.

CS; = CosSim(W, Wy)) (1)

Next, we will explain how to use cosine similarity. The
larger the value of the cosine similarity, the more optimal
the DF server is considered to be. Therefore, the DF server
with the largest C'S; calculated using Eq. 1 is estimated to be
the optimal DF server. Fig. 6 shows the ranking of servers
selected only by cosine similarity in the preliminary experi-
ment. From the simulation results, it is clear that the server
with the highest cosine similarity is not necessarily the op-
timal DF server. This is because the subscription condition
does not include a time factor, and the optimal DF server se-
lected based only on cosine similarity does not necessarily

The rank of the DF servers selected by cosine similarity

0 (The 1st rank means the optimal DF server)
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Fig.6  The rank of the DF servers selected by cosine similarity

have a long effective STC time. In other words, it is dif-
ficult to estimate the optimal cross-disciplinary collabora-
tion server based solely on the size of the cosine similarity.
Therefore, in Stage 1, the DF servers in the top 90% selected
based only on cosine similarity are selected as candidates
for the optimal DF server in each environment with differ-
ent numbers of servers and content subscription bias. In this
way, it is possible to narrow down the heuristically optimal
server candidates to half of the total in Stage 1. Since the
number of servers selected at this time depends on the envi-
ronment, it is necessary to investigate the optimal parameters
for each environment.

4.3.3 Stage 2: Optimal DF server selection

The next step is to select one of the candidates chosen in
Section 4.3.2. We use the availability period to select a can-
didate. The DF server with the largest median STC avail-
ability period is defined as the server with the longest avail-
ability period. This definition eliminates the possibility of
selecting a server having old STC. However, since the DS
server cannot know the availability period for each STC, it
uses the value of the Poisson distribution p,,,, of the mean
availability period A to estimate the distribution. Specifi-
cally, the remaining availability period for the combination
Cim 1s calculated as e.,,, in Eq. 2. The arrival time of the
search request of the user is set to #,,4.

€cim = Peim — (tnow = tey,) 2)

Let Us, be the median of the e, , aggregate of DF servers
S;. Among all the DF servers in the mesh, the server with the
largest Ug, has the highest probability of being the optimal
DF server, so the DS server forwards the search request of
the user and performs the search.

The DF server that receives the forwarded request
searches for STC composed of topic combinations c,,, and
then returns all found STC to the user.
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5. Performance Evaluation
5.1 Simulation environment

Our simulation environment is shown in Fig. 7. There are 10
DF servers, and each DF server is supposed to request many
subscriptions to a particular topic. In the cloud environment,
it is expected that servers in the order of 100 or 1000 will be
deployed, but in the edge cloud environment, the number of
servers in an edge network will be limited to 1/10 to 1/100
of those. Therefore, we decided to deploy 10 DF servers for
this verification.

In this study, to focus on matching the bias between user
requests and subscription requests at the time of STC gener-
ation. At this time, the topics included in the user’s search
and the topics subscribed to by the DF server can be roughly
classified into two types as shown in Table 1: one in which
certain topics are considered as an important (biased) and
the other in which certain topics are not considered as an
important (unbiased). The bias of user requests is defined
as explicit request (ER) and unclear request (UR), and the
subscription bias at the time of STC generation on the DF
server is defined as SB. To verify the impact of the presence
or absence of these biases on the proposed method, we inves-
tigate the performance of the proposed scheme under cases
(described below) where the two sorts of bias are happened.

First of all, to confirm for differences due to bias in the
topics requested by the user, we do this with ER, where there
is a large difference in the importance level of each topic, and
UR, where there is little difference in the importance level of
each topic. If three topics are requested, an example of ER
would be (x,y,z)=(80,15,5), and an example of UR would be
(x,y,2)=(35,35,30). In the simulation, these parameters were
used to obtain the characteristics of the method under biased
conditions. However, the range of these values is not limited
and any combination is available such that the total is 100.
Since it is difficult to validate all patterns, several combina-
tions of characteristics were selected and set as examples for
ER and UR.

Second, we use subscription bias (SB), which repre-
sents the bias of topics requested from the DF server to the
DS server. As a DF server creates a variety of content in par-
allel, the topics required for creation may differ depending on
what is being created. In GCIP, the DS server does not man-
age the contents of the DF server itself, because we assume
an environment in which the contents themselves are highly
constrained in space and time. Therefore, the DS server
judges what STC it is generating based solely on the statis-
tics of requests from the DF server. In this study, we investi-
gated the effectiveness of the proposed method by assuming

Send two types of packets
1. ER : Difference in importance
2. UR : No difference in importance
User’s search packet (Threshold a=80)
Topic ER UR @

Topic b 50% or 100%

Topic X 80 35 {Server s, Topici 50% or 100%
Topic Y 15 35
Topic Z 5 30

Fig.7  Simulation topology

Table2  Simulation parameters
Parameter name Parameter value
Number of DF servers 10
Number of content 100 [piece/unit]
Topic Type 10 [types]

Number of topics linked 2~5 (randomly determined)
STC mean period to available 10,30,60 [minutes]
Threshold a 80
Mean period to available A 10,30,60 [minutes]

two patterns of SB as the statistical information available to
the DS server: one in which a particular topic is always used
100% of the time (SB=1) and the other in which a topic is
used 50% of the time (SB=0.5).

Thus, a total of four cases are simulated. In the simula-
tion, STC is generated for 10 minutes, and then a search re-
quest is sent for evaluation. We set the parameters as shown
in Table 2. The user sends ER and UR to the DS server 1,000
times each.

5.2 Evaluation index

Four indexes are used to evaluate the results. The first is the
estimation accuracy, which indicates whether the DF server
estimated by each method is the optimal DF server. The sec-
ond is the number of appropriate STC obtained from the DF
servers estimated by each method. The third is the distribu-
tion of the remaining availability period for the obtained STC
(Eq. 2). The fourth is the unconscious contents ratio (UCR),
which indicates how many topics that the user has not spec-
ified are included. Note that, we call the condition in which
the obtained STC is composed of exactly the same topics as
included in a user request “em”. Furthermore, we may say
that em+1 when the amount of STC contains one topic other
than the user request, and em+2 when the amount of STC
contains two extra topics. The UCR is calculated using Eq.
3. Cioral 1s the total number of STC retrieved by the user
and Ceompiete_match 18 the number of STC created with ex-
act same topics with the user request.

Ctotal - Ccomplete?match

UCR =

x 100 3)
Ct()tal

We use two comparison methods to evaluate the effec-

tiveness of the proposed method. For comparison method 1,

we use the method of previous studies described in Section
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4.2, and this method is referred to as expected value-based
(EV-based). This method uses the number of STC match-
ing the user’s request and the number of subscriptions to
each topic to select the DF server that is expected to have
the largest amount of STC matching the user request. The
expected value E; at DF server i is shown in Eq. 5. Let
¢ (c € C) be the combination of topics satisfying user re-
quests, P; ; be the request probability of topic j at DF server
i, and G;(c) (Eq. 4) be the probability that DF server i has
combination c.

Gi(c) = Hpi,j 4)
Ei= ) (Gi(c) X Ni) 5)
ceC

Comparison method 2 uses only the cosine similarity
to select the appropriate DF server, and this method is re-
ferred to as cosine similarity-based (CS-based). The differ-
ence with the proposed method is that it does not take into
account the remaining availability period. In this method,
the server with the largest value of CS; derived by the pro-
posed method is selected as the optimal server.

5.3 Results and discussion

Figures 8 and 9 show the estimation accuracy of the DF
server in the experiments in four cases in which user request
(ER/UR) and subscription bias (SB) 1.0/0.5 are combined.
These figures include the result of the proposed method, the
EV-based method (comparison method 1), and the CS-based
method (comparison method 2), respectively. The order of
the identified DF server, denoted as 1st, 2nd, and 3rd, is in
the order of the score, which is used for the definition of the
optimal DF server in Section 4.3.1. Here, Ist indicates that
a method found the optimal DF server.

These figures show that the proposed method is the
most accurate in estimating the optimal DF servers in all four
cases. For the case in which both the user request and SB are
highly biased (ER, SB=1), the proposed method is able to es-
timate the optimal DF server (1st.) with 67% accuracy and
the top three DF servers with 92% accuracy. In the same case
(ER, SB=1), the accuracy of estimating the top 3 DF servers
is 5.2% for the EV-based method and 77.2% for the CS-based
method, indicating that the proposed method can improve by
86.8% and 14.8%. On the other hand, even when both user
requests and SB have small bias (UR, SB=0.5), the proposed
method is able to estimate the optimal DF server (1st.) with
47% accuracy and the top three DF servers with 81% accu-
racy. In the same case (UR and SB=0.5), the next highest
estimation accuracy of the optimal DF server (1st.) is for the
CS-based method, with a result of 20%. In the same case
(UR, SB=0.5), the estimation accuracy of the top three DF
servers was 14.9% for the EV-based method and 49.9% for
the CS-based method, indicating that the proposed method

can improve by 66.1% and 31.1%.

These results show that the estimation accuracy was
higher for cases with a high user request bias and subscrip-
tion bias (ER and SB=1), and lower for cases with a low user
request bias (UR and SB=0.5). This is because the smaller
the subscription bias, the less biased the topics that the DF
server considers important, and as a result, many DF servers
have topics equally close to user requirements. This makes
it difficult to distinguish between the best DF server (first
place) and other DF servers (second and higher) (no differ-
ence in cosine similarity values), resulting in lower estima-
tion accuracy.

To summarize these results, the proposed method em-
ploys a two-stage algorithm that selects the server with the
most STC (Stage 1) and the server with the longest remaining
availability period (Stage 2), thus allowing the optimal server
to be selected. On the other hand, the EV-based system does
not consider the remaining available period and searches for
STC that perfectly match the user request, resulting in low
estimation accuracy. The CS-based system also does not
consider the remaining available period and results in low
estimation accuracy.

Next, Tables 3 and 4 summarize the average value of
the amount of STC acquired by users in four cases. For the
case in which both the user request and SB are highly bi-
ased (ER, SB=1), the proposed method (56 total) and CS
(57 total) obtain more STC than EV (12 total). This is true
in all four cases. This is because EV does not consider em+1
and em+2, and thus cannot estimate the DF server that max-
imizes the STC obtained by including em+1 and em+2.

Figures 10 and 11 show the results of the remaining
availability period of the STC acquired by users. These fig-
ures include the result of the proposed method and the CS-
based method. The difference in median availability period
between the proposed method and the STC obtained by CS
was approximately 15 minutes for SB = 0.5 and UR with
small bias and approximately 17 minutes for SB = 1 and
ER. The proposed method can provide STC in all cases with
a longer availability period than the methods with CS and
EV. To find the reason for these results, we considered the
availability period for the STC. Table 5 and 6 summarize the
distribution of availability periods for the number of STC
obtained for ER and UR. From these results, it is evident
that the CS method obtains STC so that each availability pe-
riod is equal. On the other hand, the proposed method ac-
quires STC so that the availability period of 60 minutes is
larger and the availability period of 10 minutes is smaller.
Therefore, the median availability period for the acquired
STC is larger in the proposed method (because the propor-
tion of STC with longer availability periods is larger among
the acquired STC). It can therefore be said that the proposed
method can provide users with more STC with longer avail-
ability periods.

Table 7 shows the UCR results. In all methods, we can
obtain STC that includes topics not yet specified by the user,
which can give the user new insights. This is beneficial be-
cause it allows users to obtain additional information on the
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topic they are searching for. In addition, in the EV, since the
server with the highest ranking is not selected, it is not pos-
sible to obtain STC that perfectly matches the user require-
ments, but only STC that contains topics that are not spec-
ified by the user. This result depends on the importance «.
For =100, the UCR is expected to be 0, since only STC that
perfectly matches the user’s intentions are selected. On the
other hand, as @ approaches 0, the UCR increases because
all STC are selected regardless of the user’s intentions. In
our simulation, =80, we obtain a UCR of 20% while taking
into account 80% of the user’s intentions. we need to investi-
gate the effect of changing «, i.e., the effect on the number of
UCR, but it changes depending on the content creation situa-
tion. That is, we need to design realistic data-fusion environ-
ment where a lot of real content are made autonomously and
dynamically time by time. That is why, as the current paper
was aiming a first trial to search for uncertain contents in IoT
data fusion situation, our focus is the matching mechanism
and the evaluation of the mechanism itself.

SB=1, UR SB 0 5, UR ]
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Table 3  Number of STC acquisitions in explicit request (ER)
ER(SB=1) ER(SB=0.5)
em em+l em+2 em em+l em+2
Proposed method 4 14 28 3 8 15
EV-based 0 2 9 1 4 13
CS-based 5 18 34 3 9 15
Table4  Number of STC acquisitions in unclear request (UR)
UR(SB=1) UR(SB=0.5)
em em+l em+2 em em+l em+2
Proposed method 4 15 29 3 8 14
EV-based 0 3 11 1 4 13
CS-based 8 20 32 5 10 12
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Table 5  Distribution of availability period for the number of STC ob-
tained in explicit request (ER)
ER(SB=1) ER(SB=0.5)
Availability period [min] 10 30 60 10 30 60
CS-based 9 19 19 9 9 9
Proposed method 8 10 16 5 6 11

6. Conclusion

In the GCIP, users cannot know when and where any STC
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Table 6  Distribution of availability period for the number of STC ob-
tained in unclear request (UR)
UR(SB=1) UR(SB=0.5)
Availability period [min] 10 30 60 10 30 60
CS-based 19 20 20 9 9 9
Proposed method 8 10 16 5 6 12
Table 7  Unconscious contents ratio (UCR)
ER UR
SB=1 SB=0.5 SB=1 SB=0.5
Proposed method ~ 94.8 95.6 90.4 85.8
EV-based 100 95.5 100 94.0
CS-based 94.8 97.3 86.8 85.8

is generated, nor can they directly request any DF server to
search for STC. Therefore, we proposed a matching approach
for STC searches that satisfies the user request by focusing
on the similarity between the subscription statistics on DF
servers and the user request and the availability period of
STC. The simulation results showed that the user can ob-
tain fresh STC using the proposed method. In the future, we
plan to further consider different realistic content creation
situations and methods to improve retrieval accuracy by esti-
mating the amount of STCs generated from the transmission
interval of the same subscription.
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