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ABSTRACT 

Neuromorphic Computing with Spin Hall Oscillators: Modelling and Leveraging of nonlinear 

magnetization dynamics for classification and prediction computational tasks 

(スピンホール発振器を使用した脳型計算処理: 分類および予測タスクのための非線形磁化ダイナ

ミクスのモデル化と活用） 

The landscape of information technology has been profoundly reshaped by the emergence of 

Artificial Intelligence (AI) and Machine Learning (ML), catalyzing transformative shifts across industries 

and enhancing human interactions [1]. These advancements mark a shift from conventional information 

processing to a new era of intelligent computing. Central to this transformation is the capability of 

computers to analyze voluminous datasets, extracting significant insights that empower informed decision-

making. Notably, OpenAI's ChatGPT exemplifies this paradigm shift, a language model adept at contextual 

comprehension and human-like responsiveness. Brain-inspired Artificial Neural Networks (ANNs) strive 

to emulate human brain information processing through multiple processing layer computational models 

that can learn representations of data at various levels of abstraction. Executed on Von Neumann 

architectures, these ANNs employ algorithms like backpropagation to fine-tune weights and replicate 

learning mechanisms [2]. Nonetheless, the journey of ANNs is obstructed by scalability challenges that 

demand innovative solutions to bridge the gap between artificial and biological intelligence. The limitations 

of the Von Neumann architecture, where processing and memory exist as distinct entities, constrain 

traditional ANN implementations, leading to processing power limitations and functional constraints. The 

renowned "von Neumann bottleneck" obstructs data-intensive operations, hindering parallelism and 

inducing inefficiencies in real-time data processing and AI inference. 

The evolution beyond Von Neumann architecture investigates different computing paradigms like 

neuromorphic, quantum, and unconventional methods. Spiking neural networks and memristors are two 

examples of neuromorphic devices that attempt to combine memory and processing to mimic the unified 

functionality of the human brain [3]. These devices simulate synapses and neurons found in biological 

systems, allowing for unified communication and parallel processing. The offloading of intensive 

computational tasks from the conventional computing architecture is where tailored neuromorphic 

components show promise for real-time computations. Such components have great potential for real-time 
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computations and are ideal for memory-constrained gadgets like wearables, Internet of Things (IoT) devices, 

and embedded systems [4]. While ANNs excel in classification and pattern recognition tasks, incorporating 

dedicated neuro-inspired computing units mandates efficient signal processing, seamless Complementary 

Metal-Oxide-Semiconductor (CMOS) circuit integration, and adaptability with the existing machine 

learning algorithms. Integrating specialized computing elements with CMOS technology is pivotal in 

bridging the gap between conventional and unconventional computing paradigms. The implementation of 

specialized inference or feature extraction computing units holds the potential to significantly mitigate 

energy costs associated with feature mapping, a substantial proportion of current ANN expenditures [5]. 

The promise of spintronic devices, with their inherent nonlinear magnetization dynamics, as prospective 

candidates for neuromorphic hardware and unconventional computing components is compelling [6,7]. 

Spin torque oscillators, comprising spin transfer torque oscillators and spin Hall oscillators, showcase 

remarkable capabilities in classification and recognition tasks. 

This thesis investigates the realm of information processing capability of Spin Hall Oscillators 

(SHOs) using macrospin-level (micromagnetic) simulations. SHOs emerge as generators of high-frequency 

microwave signals and nonlinear magnetization dynamics, presenting opportunities in simple signal 

processing endeavors. The research aims to model SHO(s) as specialized computing component(s), adept 

at efficient signal processing, reduced computations, embracing real-time inference capabilities, and 

serving memory-constrained devices. Furthermore, the investigation extends into Reservoir Computing 

(RC) strategies, bolstering SHOs' information-handling prowess. To achieve these objectives, certain 

restrictions are imposed, guiding the course of the research:1. Designing computing components to offload 

computational complexity while minimizing memory utilization, 2. Seamless integration with conventional 

signal processing techniques to align with current computing architectures, 3. Ensuring real-time operation 

and suitability for memory-constrained devices to cater to diverse application scenarios. 

The study commences by showcasing SHOs' capability in classification tasks, adaptable for 

processing binary data inputs nonlinearly, enabling real-time feature extraction and classification. When 

combined with frequency domain filtering, input driven magnetization dynamics can be used to classify 4-

bit binary digit patterns with a single floating-point output. This novel methodology, which eradicates the 

need for weight storage in the initial layer of computation, shows the capability of SHO's self-computation 

based on the order of inputs in the pattern. The methodology is applied to classify handwritten digit images 

from the Modified National Institute of Standards and Technology database [8].  In a simple linear 

regression model, the model achieves an accuracy of 83.1%, demonstrating the effectiveness of the SHO 

for real-time and on-device neuromorphic framework. 
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Furthermore, the research also investigates the use of a single SHO in reservoir computing, a 

machine learning framework that uses recurrently connected nodes to effectively process sequential data. 

Memory capacity (MC) of a reservoir is a measure of the amount of data it can store and use over time [9]. 

It is important for a variety of reservoir computing tasks, such as time series prediction, nonlinear data 

transformation, and temporal pattern identification. We show that the reservoir's memory capacity and its 

use for temporal tasks are directly related. When SHO output magnetization dynamics include both transient 

state and limit cycle oscillations, the best reservoir computing results are obtained. The effectiveness of 

temporal tasks is revealed to be significantly correlated with reservoir memory capacity. The effect of input 

current pulse parameters on the memory capacity of SHOs is investigated. The results show an 

improvement trend with increasing pulse amplitude and width, peaking in the 4.5–5.0 range. Nonlinear 

Autoregressive Moving Average Mode 2 (NARMA2) time series prediction task and the three-bit parity 

task are used to test SHO's performance as a reservoir computing system, confirming a strong correlation 

between memory size and temporal task performance. 

Finally, the nonlinear dynamics of the magnetization, high-frequency oscillations, and cooperative 

behavior enabled by dipolar coupling of SHOs (dSHO) is investigated.  The use of an array of dSHOs is a 

novel approach to enhance memory capacity in the spatial and temporal domains. Dipolar coupling 

introduces a cooperative behavior component, allowing interaction and storing and retrieving of complex 

temporal patterns. The systems' memory capacity can effectively be increased to 10 by using dSHOs for 

spatial domain extension, which also improves their ability to predict.  Significantly, the approach 

substantially expedites large-scale data processing, speeds up prediction and classification. This accelerated 

functionality holds the promise of immediate decision-making in domains such as self-driving vehicles and 

financial predictions. 

In conclusion, the integration of Spin Hall Oscillators (SHOs) marks a pivotal point in computing 

by combining neuromorphic computing with existing computing architecture. This results in computing 

that is effective, flexible, and memory-efficient. To maximize the computing potential of SHOs, we 

concentrated on machine learning adaptability and the efficient signal processing capability of CMOS 

integration. By enabling more effective, adaptable systems that go in reservoir computing and beyond 

conventional approaches, these devices have the potential to fundamentally alter the computing landscape. 

Intelligent computing is made possible by the adaptability of SHOs to machine learning algorithms, 

enabling pattern recognition and decision-making in applications like image recognition, robotics, and 

autonomous vehicles. 
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Chapter 1 

Introduction 

1. Introduction 

In the current digital age, access to knowledge and data has become more prevalent than ever before. 

The advent of the internet and other digital technologies has resulted in an astonishing amount of data being 

generated, making information more accessible and transforming human interactions. The emergence of 

platforms like Google, Wikipedia, and Social Network Sites (SNS) has enabled people to contribute to and 

access information seamlessly, transcending geographical boundaries. In 2023, it is projected that an 

average of 120 zettabytes (120 ×  1012 GB) of data will have been generated and consumed globally[1]. 

Amid these digital advancements, our society is experiencing a transformative journey from an information-

centric state to an era characterized by intelligence and innovation. This transformation revolves around the 

realms of decision-making and problem-solving, where computing plays a pivotal role in society's evolution 

towards greater intelligence. With unprecedented precision, intelligent algorithms are now capable of 

deciphering complex patterns and optimizing solutions, thanks to the computing power of Artificial Neural 

Networks (ANNs)[2]–[10]. These applications span a wide range of tasks, from real-time data analysis to 

artificial intelligence (AI) processing, revolutionizing how society advances by enabling intelligence 

augmentation and automation in various fields, including self-driving cars, robotics, healthcare, and large-

scale operations like urban planning and environmental monitoring[11]–[19]. For example, AI-enabled 

disease recognition using bio-signal patterns such as electrocardiogram (ECG), electroencephalogram 

(EEG), and x-ray imaging has revolutionized healthcare by enabling early disease detection and diagnosis 

[11], [20], [21]. 

1.1. The emergence of Intelligent algorithms and Artificial Neural Networks 

The computing paradigm, centered around information processing, revolves around handling, 

storing, and analyzing enormous volumes of data. Its limitations, including data security, scalability, real-

time processing, and data storage, have been addressed through technologies such as distributed computing 

frameworks, cloud computing, and data preprocessing techniques [22]–[25]. These tools empower 

individuals and organizations to efficiently manage the flow of information, store and process data, and 

derive valuable insights from large datasets. Figure 1.1 displays a typical data processing flow from edge 

devices to data storage and analysis. The goal of the new era of intelligent computing, powered by AI and 
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machine learning (ML), is to equip systems with the capacity to comprehend, learn from, and draw 

conclusions from data [26]. 

AI refers to the development of computer systems capable of performing tasks that typically require 

human intelligence. By using sophisticated algorithms to find patterns, trends, and correlations, AI 

leverages the vast amount of big data available. Machines can now simulate decision-making processes 

similar to those of humans through techniques like deep learning, natural language processing, and 

reinforcement learning [3], [27]–[30]. A striking example of this transition is embodied by OpenAI's 

ChatGPT—a language model designed to understand context and respond with human-like proficiency [31]. 

This technology goes beyond presenting information; it simulates conversations, offers nuanced advice, 

and engages users in meaningful interactions.  

 

 

Fig. 1.1. Large data processing and analysis pipeline. Adapted from [32]. 

 

The true potential of AI and ML lies in brain-inspired neural networks, the ANNs, which aim to 

replicate the information processing seen in the human brain. They have revolutionized the way we process 

information. These networks consist of nodes connected to one another, resembling neurons in how they 

transmit signals and perform computations. The weight of each neuronal connection governs the strength 

of signal transmission. ANNs can change these weights based on learning from data, enabling them to 

perform tasks more effectively. Their strength lies in their ability to recognize intricate patterns, adapt to 

changes in data, and simultaneously process multiple pieces of information. They can automatically learn 
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relevant features from raw data, including feature extraction and feature mapping. Additionally, ANNs 

enable end-to-end learning, where input data is directly mapped to output, eliminating the need for 

intermediary representations. In fields like image recognition and language translation, complex algorithms 

like convolutional neural networks (CNNs) and multilayer feedforward neural networks (FNNs) have 

demonstrated impressive capabilities. In ML, feature engineering is a crucial step. It involves selecting, 

transforming, or creating relevant features from the input data to help the model make accurate 

predictions[29][19]. Feature engineering often relies on domain knowledge of the experts. Deep learning 

(DL) models, particularly CNNs and recurrent neural networks (RNNs), can automatically learn relevant 

features from raw data. This reduces the need for manual feature engineering and makes DL suitable for 

tasks like image and speech recognition[33][19]. A simple data processing structure which shows the 

differences in the ML and DL models are shown in Fig.1.2. 

 

Fig. 1.2. Concept and data processing structures of artificial neural networks implemented in machine 

learning and deep learning models. 
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1.2. Challenges in ANN Computing: Algorithmic Disparities and Scalability implications 

As AI and machine learning technology advances, a variety of new challenges arise, particularly in 

the areas of computation algorithms and hardware constraints. To recognize images, CNNs and FNNs 

interpret and analyze visual data in layers and features, closely resembling how humans perceive visual 

information. However, the complexity that makes these algorithms powerful also presents formidable 

difficulties. Extensive computational resources are required to train and optimize these algorithms due to 

the intricate network and connections they contain. Large datasets are necessary to train recognition models 

effectively, preventing overfitting and ensuring generalization to unexplored data. As the depth of feature 

extraction layer increases, deep neural networks demand significant processing power and storage 

capability.  

Beyond algorithms and data, the underlying hardware that powers AI and ML also faces challenges. 

Current hardware based on complementary metal-oxide semiconductors (CMOS) is limiting the potential 

of AI and ML applications. Traditional computing's deterministic and rule-based structure struggles to 

mimic the cognitive adaptability and context awareness characteristic of human intelligence. The Von 

Neumann architecture, the foundation of digital computation, is approaching its limits. It features sequential 

data processing, memory hierarchies, and binary logic, which have limitations in addressing modern 

computing-related problems[10][34]. 

1. Processing Speed: Deep learning models are computationally intensive, and the density scaling of 

transistors on Integrated Chips (ICs) is related to processing power. While multi-core structures with high-

density transistors can perform parallel processing, power constraints limit their full-speed operation, 

slowing down chip performance. 

2. Energy Conservation: Power-hungry ANN algorithms pose a challenge for energy-efficient computing, 

especially for complex AI models such as Transformers used in natural language processing. 

3. Memory Bandwidth: Handling ANN algorithms, which involve complex calculations and large data 

volumes, requires substantial memory bandwidth. Conventional memory architectures like Dynamic 

Random-Access Memory (DRAM) and Static Random-Access Memory (SRAM) can become bottlenecks 

for data-intensive workloads. 

4. Heat Dissipation: Intensive computations generate heat, impacting hardware functionality and durability. 

CMOS technology struggles to dissipate the heat generated by such workloads. 

To address these limitations, dedicated hardware ANN accelerators with parallel architectures, such 

as Graphical Processing Units (GPUs), Tensor Processing Units (TPUs), and Application Specific 

Integrated Circuits (ASICs), are being developed. GPUs, with their support for parallelism, are particularly 
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well-suited for running Vector Matrix Multiplication (VMM) operations essential for training neural 

networks. TPUs and ASICs take a step further by optimizing circuits for specific neural network workloads, 

significantly improving processing efficiency[35][36]. 

1.3. Innovative Solutions: Neuromorphic Computing and Beyond 

The journey towards mitigating these disparities involves a two-fold approach: refining the 

algorithmic architecture of Artificial Neural Networks (ANNs) and exploring innovative hardware 

paradigms that mirror biological intricacies. 

1.3.1. Algorithmic Refinements 

Efforts are directed towards designing ANNs that closely align with the biological essence of neural 

networks. This entails embracing spiking neural networks and event-driven computation, thus capturing the 

temporal nuances of neural communication. The objective is to minimize the gap between artificial and 

biological neural processing to enhance scalability and efficiency. 

 

Fig 1.3. Transistor scaling and performance gap yearly trend [37]. 
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1.3.2. Beyond Binary Logic - A Spectrum of Possibilities 

On the hardware limitations front, researchers are exploring unconventional computing paradigms 

such as quantum computing, optical computing, Stochastic computing, Neuromorphic computing, and 

Unconventional computing. These paradigms offer unique capabilities and challenges. 

1. Quantum Computing: 

Quantum computing exploits the principles of quantum mechanics to perform complex calculations at 

extraordinary speeds. Quantum bits or "qubits" can exist in multiple states simultaneously, ushering in the 

potential for exponential speedup in certain computations. However, the nascent nature of quantum 

technology presents formidable challenges in maintaining qubit stability, error correction, and large-scale 

integration. 

2. Unconventional Computing: 

Unconventional computing paradigms explore computation beyond the confines of binary logic. These 

encompass approaches like DNA computing, optical computing, and analog computing. While they hold 

the promise of energy efficiency and novel problem-solving capabilities, they often grapple with issues of 

scalability, robustness, and compatibility with existing CMOS infrastructure. 

3. Neuromorphic Computing: 

Neuromorphic computing draws inspiration from the human brain's structure and function. It uses artificial 

neural networks with specialized hardware designed to emulate the behavior of neurons and synapses. This 

approach is particularly suitable for AI and ML tasks due to its ability to process complex data patterns 

efficiently and with low power consumption. 

1.4. Neuromorphic Computing as a Forerunner. 

Among alternative computing strategies, neuromorphic computing stands out as one that can 

successfully handle the difficulties presented by AI applications. It emulates the brain's architecture, which 

excels at tasks like pattern recognition and sensory perception. There are different ways in which the 

hardware approaches are implemented. 

1. Specialized Hardware for ANNs 

In this approach, specialized neuromorphic hardware architecture is developed to handle ANN tasks. Prime 

examples include Loihi by Intel and TrueNorth by IBM[38][39][40]. These chips use spiking neural 

networks to carry out operations like image recognition quickly and effectively while using less power than 

conventional hardware. 
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2. Combining Neuromorphic and Traditional Computing 

Neuromorphic computing can also be used to offload particular tasks from existing computing architecture. 

A hybrid system might, for instance, use conventional hardware for general-purpose computations and 

neuromorphic hardware for things like image processing or pattern recognition. 

3. Enhancing ANN Operations with Memristors 

Memristors are resistors with memory, capable of storing and processing information in the same device. 

They hold promise for accelerating certain computations, particularly vector multiplications, which are 

essential for neural network operations[41]. 

4. Accelerating computational tasks with dedicated Feature Extraction layers 

Feature extraction is a pivotal step in AI tasks such as image recognition. The computational demands 

associated with feature extraction account for approximately 80% of the computational cost in 

implementing ANN algorithms. Take, for instance, a scenario in which a CPU is used for convolutional 

operations on high-resolution images in image recognition tasks. During this procedure, a filter is applied 

to a few discrete areas of the image to extract features from them. A number of data transmission from 

memory are required as the filter moves across the image. Although CPUs are incredibly fast at computation, 

the time needed to retrieve data from memory adds a lot of overhead and reduces performance as a whole. 

Convolutional operations can be carried out concurrently by FPGAs, which significantly reduces the need 

for data fetching[42]. By utilizing the parallel processing abilities of FPGAs, this method accelerates the 

feature extraction process overall. However, integrating FPGAs with CPUs for neuromorphic computing 

necessitates addressing both hardware and software limitations. It can be challenging to get the FPGA and 

CPU to communicate and transfer data effectively. Data synchronization, memory management, and 

communication protocols all need to be carefully considered when coordinating the execution of tasks 

between these two different architectures. Furthermore, FPGA programming calls for specialized 

knowledge and abilities. FPGAs require familiarity with hardware description languages and low-level 

hardware design, in contrast to traditional CPUs, which are easier to use and have well-established 

programming paradigms. 

1.5. Innovations in Neuromorphic Hardware Implementations 

Implementations of neuromorphic hardware draw inspiration from various scientific fields and 

specializations, including biology, chemistry, physics, nanomaterials, and spintronics [36], [43]–[50]. The 

diverse landscape of neuromorphic hardware research offers unique benefits and challenges in each 

approach. Here, we summarize some key principles of these implementations. 
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1. Biomaterials-based Systems: 

Recent research demonstrates the potential of biomaterial-based memories for non-volatile data storage to 

simulate synaptic functions. Molecular self-assembly allows for the programming of molecular behavior 

by selecting optimal DNA sequences to encode information and recognize patterns. While these models 

accurately represent neural behavior, effectively implementing these intricate biological mechanisms 

remains a challenge. 

2. Chemical Neuromorphic Systems: 

Chemical systems mimic neural behaviors by utilizing reactions and diffusion. Computation in chemical 

neuromorphic hardware relies on chemical interactions. Controlling reaction rates and ensuring noise 

stability are formidable tasks. 

3. Photonic Neuromorphic Systems: 

Photonic neuromorphic systems employ light to encode and transmit information, enabling high-speed 

communication and parallel processing. Photonic neural networks excel at complex calculations with 

minimal energy consumption. Challenges include integrating photonics with electronic systems and 

addressing signal noise. 

4. Physical Substrates and Nanomaterials: 

Neuromorphic systems can be realized using physical substrates like memristors or phase-change materials, 

effectively mimicking synapses and storing weights. Nanomaterials such as graphene and carbon nanotubes 

offer high conductivity and mechanical flexibility. However, challenges lie in reproducibility, variability in 

manufacturing, precise control of physical properties, and integration with conventional electronics. 

5. Spintronics-Based Systems: 

In spintronics, electron spin encodes and processes information. Components like magnetic hard disks and 

magnetic tunnel junctions (MTJs) have proven their adaptability to current CMOS technology, offering a 

promising route to neuromorphic hardware implementation. 
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1.6. Research Motivations and Thesis Focus 

Expedited research is currently underway to find innovative ways to close the gap between these 

algorithms' computational requirements and the constraints of conventional hardware architectures. 

Specialized or self-contained computing units based on physical or neuromorphic principles that can be 

integrated into current computing architectures represent one promising direction. For example, specialized 

computing units within the CPU or adaptable to CPU structure can be designed to offload complex 

calculations, reducing processing times and freeing up CPU resources for other tasks. The goal of this 

integration is to take advantage of the advantages of both conventional CMOS systems and specialized 

components. Due to this, these components should be created to operate in perfect harmony with current 

CMOS fabrication techniques and signal processing tools. This focused approach may reduce overall 

computational complexity, improve computing system performance, and speed up real-time computations 

on memory-constrained devices. 

In the context of image recognition and pattern classifications, implementation of specialized 

inference or feature extraction computing units holds the potential to significantly mitigate energy costs 

associated with feature mapping, a substantial proportion of current ANN expenditures [5]. The promise of 

spintronic devices, with their inherent nonlinear magnetization dynamics, as prospective candidates for 

neuromorphic hardware and unconventional computing components is compelling [6,7]. Experiments and 

theoretical models, based spin torque oscillators, comprising spin transfer torque oscillators and spin Hall 

oscillators have shown success in classification and recognition tasks. 

Thesis Focus: Investigating Spin Hall Oscillators (SHOs) for information processing capabilities 

This thesis investigates the realm of information processing capability of Spin Hall Oscillators (SHOs) 

using micromagnetic simulations. SHOs emerge as generators of high-frequency microwave signals and 

nonlinear magnetization dynamics, presenting opportunities in simple signal processing endeavors. The 

primary aim is to model SHO(s) as specialized computing component(s), adept at efficient signal processing, 

reduced computations, embracing real-time inference capabilities, and serving memory-constrained devices. 

Furthermore, the investigation extends into Reservoir Computing (RC) strategies, a category of ANN, 

bolstering SHOs' information-handling prowess.  

To achieve these objectives, certain restrictions are imposed, guiding the course of the research: 

1.Designing computing components to offload computational complexity while minimizing memory 

utilization,  

2. Seamless integration with conventional signal processing techniques to align with current computing 

architectures.  
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3. Ensuring real-time operation and suitability for memory-constrained devices to cater to diverse. 

1.7. Thesis organization  

This thesis is structured as follows; 

Chapter 2: Background: Neuromorphic Computing and Spintronics 

In this chapter, the theoretical foundations and general aspects of spintronics are discussed. The physical 

principles of spin-orbit interaction leading to the spin Hall effect and anisotropic magnetoresistance are 

introduced. Additionally, an overview of the principles of neural networks and models relevant to this work 

is provided. 

Chapter 3: Methods and Materials 

This section describes the methods and materials used for modeling and investigating magnetic devices and 

neural networks in this thesis. 

Chapter 4: Classification of binary digit patterns using spin Hall oscillators 

Chapter 4 presents the strategies and results of the self-computing unit-based spin Hall oscillator model for 

binary digit input pattern classification. The methodology is applied to classify handwritten digit images 

from the Modified National Institute of Standards and Technology database, and its impact on image 

recognition is discussed. 

Chapter 5: Spin Hall Oscillators in Reservoir Computing 

Chapter 5 explores the use of spin Hall oscillators in reservoir computing for processing sequential data. It 

delves into the generation of input-driven magnetization dynamics and analyzes its impact on reservoir 

computing metrics. 

Chapter 6: Enhancing information processing capability of SHO – magnetic dipolar coupling approach 

Chapter 6 investigates dipolar-coupled spin Hall oscillators in an array structure. The chapter explores 

variations in magnetization dynamics and discusses their impact on reservoir computing. 

Summary and Conclusion 

This section serves as the conclusion of this thesis, summarizing the contributions of this research for the 

neuromorphic computing. 
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Chapter 2 

Background: Neuromorphic Computing and Spintronics 

In this chapter, the theoretical foundations and an overview of the principles of neural networks and models 

relevant to this work are discussed. The physical principles micromagnetism and spintronics principles are 

introduced. 

2.1. Artificial Neural Networks 

An artificial neural network (ANN) is a mathematical representation of a network of neurons that 

can perform intricate functional mapping similar to the human brain. The brain, which mirrors the neural 

(nerve) network in the human nervous system, acts as the central processing unit, receiving and processing 

information to make decisions. The nervous system, with its various levels of organization as illustrated in 

the Fig, contributes to the overall functionality of the neural system [1]–[3]. This system encompasses 

individual glial cells and neurons at the molecular and cellular levels, which process and transmit 

information through electrical and chemical signals. Neurons form interconnected networks known as 

microcircuits or neural circuits, collaborating to perform specific functions. These local circuits, also termed 

neural networks, consist of interconnected brain areas, each contributing to the processing of specific types 

of information, such as sensory inputs, motor commands, and complex cognitive processes like perception, 

logic, language processing, and conscious awareness. 

Fig. 2.1 a Schematics of structural level of nervous system, adapted from [1], b components of biological 

neuron. 
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2.1.1. Biological Neuron 

Biological neurons are the fundamental units of the nervous system, responsible for processing and 

transmitting information through electrical impulses. They consist of three main components: dendrites, a 

cell body, and an axon. Dendrites receive input signals from other neurons, which are integrated by the cell 

body to determine whether the neuron should transmit an output signal through the axon. Synaptic plasticity, 

the ability of synapses to strengthen or weaken over time, plays a crucial role in learning and memory within 

the biological neural network. The human brain is estimated to comprise approximately 100 billion neurons 

and around 600 trillion synapses due to the intricate interconnections between neurons [1], [4], [5]. 

2.1.2. Artificial Neuron 

Artificial neurons serve as fundamental building blocks within artificial neural networks, abstract 

representations inspired by the information processing and decision-making mechanisms of biological 

brains. These neurons encompass various models designed to capture essential neuronal features while 

being computationally tractable. They can be categorized into biologically plausible, biologically-inspired, 

neuron component models, spiking models, Integrate-and-fire models, and McCulloch–Pitts models. The 

McCulloch–Pitts neuron model, proposed by Warren McCulloch and Walter Pitts in 1943, forms the 

foundation for modern artificial neural networks and computational neuroscience [6]. The simplest form of 

an artificial neural network, the perceptron, consists of a single neuron unit with multiple inputs and a single 

output [7]–[11] Each neuron includes several key components: 

(a) Inputs: These represent external environmental values or samples, serving as the neuron's inputs, 

often multiple binary values (0 or 1). 

(b) Weights: Each input signal is associated with a synaptic weight that signifies its influence on the 

neuron's output. 

(c) Linear Aggregator: This component computes the weighted sum of input signals through a dot 

product. 

(d)  Activation Threshold or Bias (h): The activation threshold determines the point at which the 

neurons activate. 

(e) Activation Potential (u): Calculated as the difference between the linear aggregator output and the 

activation threshold, it decides whether the neuron produces an excitatory or inhibitory response. 

(f) Activation Function (g): This function transforms the activation potential into an output signal, 

introducing nonlinearity. 

(g) Output Signal (y): The final value produced by the neuron after applying the activation function, 

serving as input for other neurons in subsequent layers, facilitating the construction of multi-layered 

neural networks. 
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Fig. 2.2 Schematics of a perceptron model artificial neuron. 

In mathematical terms, the neuron n can be written as, 

𝑢𝑛 = ∑ 𝑤𝑛𝑗𝑥𝑗 

𝑚

𝑗=1

, (2.1) 

𝑦𝑛 = 𝑓(𝑢𝑛 + 𝑏𝑛), (2.2) 

Where, 𝑥1, 𝑥2, 𝑥3, … 𝑥𝑚 are the input signals, 𝑤𝑛1, 𝑤𝑛2, 𝑤𝑛3, … 𝑤𝑛𝑚 are the synaptic weights of neuron 𝑛,  

𝑢𝑛 is the linear aggregator output, 𝑏𝑛 is the bias, 𝑓 is the activation function and 𝑦𝑛 is the output signal of 

the neuron. 

2.2. Perceptron and Activation functions 

The perceptron model, a fundamental concept in artificial neural networks (ANNs), employs 

activation functions to introduce non-linearity. Activation functions determine a neuron's output based on 

its weighted inputs [8], [12], [13]. Common activation functions used in perceptron models include: 

1. Step Function (Binary Threshold): The step function yields binary output (0 or 1) depending on 

whether the weighted sum of inputs surpasses a threshold. It is often employed in binary 

classification problems. 

𝑓(𝑥) = {
1 if 𝑥 ≥ 0

0  if 𝑥 <  0
(2.3) 

2. Sigmoid Function (Logistic Function): The sigmoid function compresses the weighted sum of 

inputs into the (0, 1) range, offering smooth, differentiable outputs. It suits tasks necessitating a 

smooth class transition. 

𝑓(𝑥) =  
1

1 + 𝑒−𝑥
(2.4) 
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3. Hyperbolic Tangent Function (Tanh): Similar to the sigmoid, the tanh function maps inputs to the 

(-1, 1) range, addressing the vanishing gradient problem more effectively due to its zero-centered 

nature. 

𝑓(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
(2.5) 

4. Rectified Linear Unit (ReLU): ReLU is the predominant activation function in deep learning. It 

enhances training efficiency and mitigates the vanishing gradient problem, enabling faster learning. 

Variants like Leaky ReLU, Parametric ReLU, and Exponential Linear Unit (ELU) further address 

gradient issues. The basic ReLU can be expressed as: 

𝑓(𝑥) = max(0, 𝑥) (2.6) 

5. Softmax Function: The softmax function is a commonly used activation function in multi-class 

classification problems. It takes as input a vector of real numbers and transforms them into a 

probability distribution over multiple class. Mathematically, the sigmoid function as below where 

𝒁 is vector of inputs to output layer and 𝑗 indexes the output units from 1, 2, 3,..,𝑘. 

𝜎(𝒛)𝑗 =
𝑒𝑧𝑗

∑ 𝑘𝐾
𝑘=1  

(2.7) 

The selection of an activation function hinges on the specific problem, network architecture, and 

empirical testing. Experimentation often guides the choice of the most suitable activation function for a 

given task as illustrated in Fig. 2.4. 

 

 

Fig. 2.3 Graphical representation of various activation functions. 

  



 

19 
 

 

Fig. 2.4 Classes of activation functions and their specific usage to the computational problems. 

 

2.3. Artificial Neural Network Architectures 

ANNs can adopt diverse architectures and models tailored to address specific problem types. The 

organization of network neurons is closely tied to the learning algorithm employed for network training. 

Some relevant network architectures include: 

2.3.1. Feedforward Networks (FNNs) 

FNNs are the simplest form of neural networks, rooted in the perceptron model. They comprise an 

input layer, one or more hidden layers, and an output layer. These networks are devoid of loops or feedback 

connections, following a "feedforward" mechanism. The number of hidden layers can be adjusted based on 

problem complexity. When multiple hidden layers are involved, it is termed a Multilayer Perceptron (MLP) 

[8], [12]. In MLPs, data flows unidirectional from the input layer through the hidden layers to the output 

layer. Each neuron within an FNN applies an activation function to the weighted sum of its inputs. FNNs 

are typically trained via backpropagation and gradient descent algorithms, aiming to minimize a loss 

function measuring the divergence between predicted and target outputs. FNNs exhibit versatility and find 

applications in various machine learning tasks, including classification (e.g., sentiment analysis, image 

recognition) and pattern recognition (e.g., speech recognition, natural language processing) [14][15]. 

Importantly, FNNs excel in approximating complex functions. To ease FNN development and training, 

deep learning frameworks such as TensorFlow, PyTorch, and Keras offer pre-implemented layers and 

optimization algorithms [16]–[18]. However, large FNNs with numerous parameters often demand 
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substantial computational power, with Graphics Processing Units (GPUs) and specialized hardware like 

Tensor Processing Units (TPUs) commonly utilized for accelerated training [19][20]. 

 

Fig. 2.5 Network architecture of Feedforward Neural Network. 

 

2.3.2. Recurrent Neural Networks (RNNs) 

Recurrent Neural Networks (RNNs) represent a class of artificial neural networks designed 

specifically for handling sequential data. In contrast to feedforward neural networks, RNNs possess 

recurrent connections, allowing them to maintain memory-like capabilities, making them particularly well-

suited for tasks involving sequences or time-series data. Perceptron units can be incorporated into recurrent 

networks by introducing a temporal factor in the computations, assuming that the activation of each unit 

consumes one-time unit. For instance, if the input arrives at time t, the result is produced at time t + 1. This 

process is illustrated in Fig. 2.6. Essentially, any feed-forward network with instantaneous computation at 

the nodes can be replicated using networks of units with delays. The defining characteristic of RNNs is 

their recurrent connections. Each neuron within an RNN maintains a hidden state that encodes information 

about prior elements in the sequence. This hidden state is continually updated at each time step, effectively 

serving as a form of short-term memory [21][22]. RNNs are invaluable when the order of data elements 

carries significance. They excel in a variety of tasks such as natural language processing (NLP), speech 

recognition, video analysis, and time series forecasting. The simplest form of RNN is often referred to as a 

Vanilla RNN, where the hidden state at each time step depends on the current input and the preceding 

hidden state. However, Vanilla RNNs are plagued by the vanishing gradient problem, constraining their 

ability to capture long-range dependencies. Long Short-Term Memory (LSTM) networks, a more advanced 

form of RNN, effectively tackle the vanishing gradient issue by using gated units to regulate information 
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flow through the network [23] [24]. This enables LSTMs to capture long-range dependencies in data. Gated 

Recurrent Units (GRUs), while similar to LSTMs, feature a simpler architecture with fewer gates [25]. 

They are computationally less demanding than LSTMs while still delivering strong performance. 

 

Fig. 2.6 Input data flow and processing structure in a recurrent neural network. 

 

2.3.3. Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are a specialized category of artificial neural networks 

primarily designed for tasks related to computer vision, image analysis, and spatial data processing [26]–

[30]. Inspired by the visual processing mechanisms in the human brain, CNNs have proven highly effective 

in various tasks involving grid-like data, such as images. Furthermore, they have demonstrated utility in 

domains like natural language processing. CNNs were conceived to mimic the visual perception process in 

animals, particularly the human visual system [25], [26]. In the human visual cortex, neurons respond to 

specific regions in the visual field, enabling them to detect patterns, edges, and textures in images. CNNs 

employ convolutional layers to autonomously and adaptively learn spatial hierarchies of features from input 

data. These layers comprise filters or kernels that slide over the input data, performing convolution 

operations to detect patterns and features. Typically, lower layers focus on recognizing basic features like 

edges and corners, while higher layers combine these features to recognize more complex patterns, shapes, 

and objects. Pooling layers are used to reduce the spatial dimensions of feature maps generated by 

convolutional layers while preserving essential information. Common pooling operations include max-
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pooling and average-pooling. Following the convolutional and pooling layers, CNNs typically employ one 

or more fully connected layers, akin to those found in feedforward neural networks, for making predictions 

or classifications [28], [29], [31]. Parameter sharing is a key feature of CNNs, significantly reducing the 

number of learnable parameters. In convolutional layers, the same set of filters is applied to different regions 

of the input, allowing for the detection of the same feature irrespective of its location. 

 

 

Fig. 2.7 Network architecture of a convolution neural network (CNN) implemented for image 

recognition. 

 

2.4. Reservoir Computing 

Reservoir Computing (RC) is a paradigm within the domain of RNNs that specializes in processing 

sequential data [32]–[34]. Unlike traditional RNNs, where the training process involves adjusting the 

weights across all time steps, RC separates the training of the reservoir (the recurrent layer) from the readout 

layer. This decoupling simplifies training and often leads to improved performance. In RC, the reservoir 

consists of a large number of recurrently connected neurons known as reservoir, forming a dynamic system 

that can process sequences. The key feature of the RC is its ability to generate complex, high-dimensional 

temporal dynamics. These dynamics result from the interplay of the connections within the reservoir and 

are sensitive to the input sequences presented to the network. The reservoir is typically designed to be a 

random and fixed structure, meaning that its connections are randomly initialized and do not change during 

training. This is in contrast to the readout layer, which is trained to map the high-dimensional reservoir 

dynamics to the desired output. This readout layer can be a simple linear regression, a neural network, or 

any suitable function approximation. The two major types of RC are briefly explained below sections. 
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2.4.1. Liquid State Machines (LSMs) 

Liquid State Machines, introduced by Wolfgang Maass and Thomas Natschläger, are inspired by 

the behavior of neurons in the brain's cortical microcircuits [35]. LSMs use continuous streams of data 

(such as spike trains) to perform real-time computations. The "liquid" in an LSM refers to a randomly 

connected recurrent neural network, where each neuron receives input from others with random weights. 

This liquid process input data by allowing information to flow and interact through its recurrent connections. 

A readout layer, typically a memory-less readout map, generates the output based on the relevant temporal 

patterns and relationships within the liquid. The equations for LSMs are as follows [36], 

𝑥𝑀(𝑡)  =  (𝐿𝑀 𝑢)(𝑡), (2.8) 

where 𝑡 denotes continuous time,  𝑥𝑀  represents the reservoir neuronal activation patterns,   𝑢(. ) is the 

input encoded as a spike sequence and 𝐿𝑀 is the filter for transforming the input into the reservoir state. 

𝑦(𝑡) =  𝑓𝑀(𝑥𝑀(𝑡)), (2.9) 

where 𝑦(𝑡) is the output, 𝑓𝑀 is a memory-less readout map. 

 

 

Fig. 2.8 Structure of Liquid state machine proposed by W. Maass. Adapated from [36]. 
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2.4.2. Echo State Networks (ESNs) 

Echo State Networks, proposed by Herbert Jaeger, are discrete-time neural networks constructed 

from a randomly initialized fixed-sized reservoir and a trainable readout layer [37]. The reservoir captures 

temporal dependencies in data, while the readout layer learns to map these dynamics to the desired output. 

The dynamics of ESNs are described by the following equations: 

𝑥(𝑛) =  𝑓(𝑊𝑖𝑛 𝑢(𝑛) + 𝑊𝑟𝑒𝑠 𝑥(𝑛 − 1)), (2.10) 

where 𝑛 denotes discrete time, 𝑥(𝑛) is the state vector of the reservoir, 𝑢(𝑛) is the input vector,  𝑊𝑖𝑛 is the 

input weight matrix and 𝑊𝑟𝑒𝑠represents the reservoir's internal recurrent connections.  The output is given 

as, 

𝑦(𝑛)  =  𝑊𝑜𝑢𝑡  𝑥(𝑛), (2.11) 

where, 𝑦(𝑛) is the output vector, 𝑊𝑜𝑢𝑡 is the weight matrix in the readout. The readout weights can be 

learned using various linear regression techniques. 

 

Fig. 2.9 Structure of Echo state Reservoir Computing approach. 
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2.4.3. Requirements of a Reservoir 

To efficiently solve various computational tasks, a reservoir is expected to have specific capabilities 

listed below [32], [34], [38], [39]. 

1. High Dimensionality: High-dimensional reservoirs have a large number of interconnected nodes. This 

high dimensionality allows the reservoir to represent complex patterns and relationships in the input data. 

It facilitates efficient mapping of input patterns to reservoir states, crucial for capturing intricate features. 

2. Nonlinearity: Reservoirs need to exhibit nonlinear dynamics, which enable them to capture and process 

nonlinear relationships in data. Nonlinearity results from activation functions applied to node inputs and 

outputs. 

3. Separation Property: Reservoirs should be able to separate different classes of input stimuli. This 

separation ensures that similar inputs are classified into the same class, simplifying the task of finding 

appropriate readout weights during training. 

2.4.4. Benchmark Tasks in Reservoir Computing 

Benchmark tasks are essential for evaluating the performance and capabilities of reservoir 

computing systems [32], [34], [38], [39]. Among these tasks, Memory Capacity, the Non-linear Auto 

Regressive Moving Average (NARMA) task, time series prediction tasks are prominent benchmarks.  

2.4.4.1 Memory Capacity 

Memory capacity (MC) serves as a foundational benchmark for reservoir computing. It assesses 

how well a reservoir can store and recall information from past inputs. The MC is quantitatively measured 

by evaluating the variance of the delayed input that can be accurately recovered across various delays. The 

MC is determined using the equation [34], 

𝑀𝐶 = ∑ 𝑀𝐶𝑘

𝑘𝑚𝑎𝑥

𝑘=1

= ∑
𝑐𝑜𝑣2(𝑢(𝑡 − 𝑘), 𝑦𝑘(𝑡))

𝑣𝑎𝑟(𝑢(𝑡)) ∙ 𝑣𝑎𝑟(𝑦𝑘(𝑡)

𝑘𝑚𝑎𝑥

𝑘=1

. (2.12) 

Here, 𝐾𝑚𝑎𝑥 is the maximum reservoir's size for MC calculations , 𝑢(𝑡 −  𝑘) represents delayed inputs, and 

𝑦𝑘(𝑡)represents current output, 𝑐𝑜𝑣  and 𝑣𝑎𝑟  denotes covariance and variance, respectively. This task 

determines the reservoir's effectiveness in retaining and retrieving past input information. 

2.4.4.2. NARMA Task (Non-linear Auto Regressive Moving Average) 

The NARMA task, a fundamental benchmark in reservoir computing, evaluates a reservoir's ability 

to model highly non-linear dynamical systems with nth-order dependencies. In this task, the system's state 
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depends not only on incoming inputs but also on its own historical inputs, creating long-term dependencies. 

The challenge lies in accurately modelling these dependencies, especially in high-order systems.  

2.4.4.3. Predicting Chaotic Attractors (Mackey-Glass) 

Predicting chaotic attractors, such as those in the Mackey-Glass system, is another benchmark task 

for reservoir computing. The goal is to train the reservoir to predict the future trajectory of chaotic systems, 

usually one time-step ahead. Chaotic systems pose significant challenges due to their sensitivity to initial 

conditions. 

2.4.5. Physical Implementation of Reservoir Computing 

To apply reservoir networks practically, dedicated hardware implementations can substantially 

enhance computational speed compared to traditional optimization methods for RNNs [34], [38], [39]. One 

innovative approach is the use of a single dynamical node with time multiplexing delay to build a reservoir 

for tasks involving temporal dependencies [40]. This approach simplifies the structure by employing a 

single node with memory and nonlinear dynamics instead of networks of interconnected nodes. The critical 

element that enables this single node to function as a reservoir is the introduction of time multiplexing delay. 

This feedback mechanism allows the node to exhibit temporal dynamics, effectively acting as a dynamic 

memory element. Reservoir computing has found applications in various physical devices and properties, 

each offering unique advantages. Some of the notable implementations are listed in Table 1. 

Category Type of application References 

Photonic Reservoir computing 
Time-series prediction, 

Pattern recognition 
[41]–[46] 

Optoelectronic Reservoir 

computing 

Chaotic time-series prediction, High-speed 

data processing 
[47]–[49] 

Memristor-Based Reservoir 

Computing 
Pattern recognition, Adaptive filtering [50]–[55] 

Spintronics-Based Reservoir 

Computing 

Various information processing, including 

pattern recognition 

[56], [57], [66], 

[58]–[65] 

 

Table 1. A comprehensive list of physical systems for reservoir computing hardware implementation and 

the types of applications implemented. 
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2.5. Magnetization dynamics and spintronics oscillators 

2.5.1. Micromagnetic theory 

Micromagnetic theory, introduced by W.F. Brown, is a powerful framework for comprehending 

the behavior of magnetic materials at the microscale [67]. This theory becomes particularly crucial when 

we consider the magnetic properties of individual domains, grains, or even atomic moments. It provides a 

solid foundation for simulating and predicting various magnetic phenomena, including domain formation, 

hysteresis, and magnetization dynamics, across a wide spectrum of magnetic materials, such as 

ferromagnetic, antiferromagnetic, and ferrimagnetic materials [67][68]. At the heart of micromagnetic 

theory lies the concept of treating magnetization as a continuous function of space, denoted as 𝑴(𝒓). This 

approach allows us to consider the average magnetization at each point over a small but sufficiently uniform 

volume Δ𝑉, which contains elementary magnetic moments. It operates under the assumption that magnetic 

moments within volume Δ𝑉 quickly reach thermodynamic equilibrium value 𝑀. Key to this approach is the 

concept of spatially constant saturation magnetization 𝑀𝑠 [67]. This normalized magnetization is described 

by the unit vector,  

𝐦(𝐫, 𝑡) =
𝐌(𝐫, 𝑡)

𝑀𝑠
. (2.13) 

Micromagnetic energies play a pivotal role in understanding and modelling the behavior of magnetic 

materials at nanoscales. These energies arise from various physical phenomena and interactions that 

govern the behavior of magnetic moments within a material. They are crucial for comprehending the 

fundamental physics of magnetism in condensed matter systems. 

2.5.1.1. Magnetostatic energies 

Exchange Energy: 

Exchange energy is a fundamental magneto static energy that arises due to the exchange interaction 

between neighboring magnetic moments within a material. This energy tends to align neighboring magnetic 

moments parallel to each other, promoting a ferromagnetic ordering. The exchange energy density (𝐸𝑒𝑥) is 

given by the following equation: 

𝐸𝑒𝑥 =  −
1

2
∑ 𝐽𝑖𝑗𝐒𝑖 ∙ 𝐒𝑗,

𝑖<𝑗

(2.14) 

where, 𝐽𝑖𝑗 is the exchange integral indicating the energy difference between the parallel and anti-parallel 

arrangement of the nearest neighbor spins 𝐒𝑖  and 𝐒𝑗 . In the micromagnetic continuum description, the 

exchange energy is treated as a continuous vector field and the exchange energy can be written as, 
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𝐸𝑒𝑥 =
𝐴𝑒𝑥

𝑀𝑠
2 ∫ (∇ ⋅ 𝐌)2 𝑑𝑉, (2.15) 

where, 𝐴𝑒𝑥 is the exchange stiffness constant which can be calculated from 𝐴𝑒𝑥 =
𝑘2𝐽𝑆2

𝑎
 in units J/m, 𝑎 is 

the lattice constant, and 𝑘 depends on the type of lattice whether simple cubic (𝑘 = 1), body centered cubic 

(𝑘 = 3), face centered cubic (𝑘 = 2) and 𝐌 is the local magnetization vector. 

Zeeman energy: 

The Zeeman energy arises from the interaction of magnetic moments with an external magnetic 

field 𝐇ext. It tends to align magnetic moments with the external field and is given by an integral over 

magnetized body as, 

𝐸𝑧𝑒𝑒𝑚𝑎𝑛 = = 𝜇0 ∫ 𝐇ext
𝑉

⋅ 𝐌 𝑑𝑉, (2.16) 

where 𝜇0  is the vacuum permeability, Zeeman energy influences the local magnetization changes and 

domain reconfigurations in response to external magnetic fields. 

Demagnetization energy: 

Demagnetization energy accounts for the energy required to demagnetize a magnetic material. This 

energy arises from the material's geometry and shape. The demagnetization energy can be expressed as, 

𝐸𝑑𝑒𝑚𝑎𝑔 = −
𝜇0

2
∫ 𝐇D ⋅ 𝐌 𝑑𝑉.

𝑉

(2.17) 

The demagnetization field 𝐇D is caused by the divergence of the magnetic field arising from the poles 

located at the surface of the sample where ∇ ⋅ 𝐌 ≠ 0. In the Eqn.2.17, a factor 2 is introduced to avoid the 

double counting of interaction between two magnetic poles. The dependence of the sample geometry on 

the demagnetization field is accounted by a tensor �̂�, such that  𝐇D =  −�̂� ⋅ 𝐌. For an ellipsoid sample 

with principle coordinate axes x, y, z, the demagnetization tensor �̂� can be written in its diagonal form[69], 

�̂� = (

𝑁𝑥 0 0
0 𝑁𝑦 0

0 0 𝑁𝑧

 ) , (2.18) 

 

where, 𝑁𝑥 + 𝑁𝑦 + 𝑁𝑧 = 1. For a spherical sample geometry with all axis of equal length, 𝑁𝑥 = 𝑁𝑦 = 𝑁𝑧 =

1 3⁄ , for an infinite cylinder where on axis is infinite, 𝑁𝑥 = 0,  𝑁𝑦 = 𝑁𝑧 = 1 2⁄  and a plane with two infinite 

axes 𝑁𝑥 =  𝑁𝑦 = 0, 𝑁𝑧 = 1.  
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Anisotropy Energy: 

Anisotropy energy arises from the inherent preference of magnetic moments to align in certain 

crystallographic directions within a material. It can be described using various forms, including shape 

anisotropy, magneto-crystalline anisotropy, and strain-induced anisotropy. The magneto-crystalline 

anisotropy results from the spin-orbit interaction, and depends on the orientation of the electron spins 

relative to the crystallographic axes of the material. In cubic systems the energy densities due to crystal 

anisotropy can be written as, 

𝐸𝑎𝑛𝑖𝑠 = 𝐾1(𝛼𝑥
2𝛼𝑦

2 + 𝛼𝑦
2𝛼𝑧

2 + 𝛼𝑧
2𝛼𝑥

2) + 𝐾2𝛼𝑥
2𝛼𝑦

2𝛼𝑧
2, (2.19) 

Where, 𝛼𝑖 are the directional cosines of the normalized magnetization 𝐦 with respect to the Cartesian axes 

of the lattice. 𝐾1 and 𝐾2 are the crystalline anisotropy constants of first order and second order, respectively.  

𝐸𝑎𝑛𝑖𝑠 ≈ 𝐾1(sin4 𝜃 sin2 𝜙 cos2 𝜙 + sin2 𝜃 sin2 𝜙 cos2 𝜃 + sin2 𝜃 cos2 𝜙 cos2 𝜃). (2.20) 

For crystals with uniaxial anisotropy constant 𝐾𝑢, the energy density is 

𝐸𝑎𝑛𝑖𝑠 = 𝐾𝑢𝛼𝑥
2. (2.21) 

2.5.2. Dynamic Magnetism 

In micromagnetics, understanding the dynamic behavior of magnetization within magnetic 

materials is crucial for various applications, from data storage devices to sensors. This dynamic magnetism 

is described by the Landau-Lifshitz-Gilbert (LLG) equation, which governs the time evolution of the 

magnetization vector 𝐦 within a magnetic material[70][71], 

𝑑𝐦

𝑑𝑡
= −𝛾(𝐦 × 𝐇eff) + 𝛼(𝐦 × 𝐦 × 𝐇eff), (2.22) 

where, 𝛾  is the gyromagnetic ratio, a fundamental constant with a value of approximately 1 . 76 ×

 1011 T−1s−1 . It characterizes the coupling between magnetic moments and external magnetic 

fields. 𝐇eff is the effective magnetic field including magnetic anisotropy, Zeeman, exchange and external 

fields, 𝛼 is the Gilbert damping constant which characterizes the strength of dissipation. 

The first term on the right-hand side corresponds to the conservative precessional torque. This term 

is responsible for causing the magnetic moment to precess around the direction of the effective magnetic 

field. It accounts for the Larmor precession of magnetic moments and is the primary driver of the motion 

of magnetization within the material.  The second on the right-hand side represents the non-conservative 

damping torque. This torque aligns the magnetic moment with the direction of the effective field and 
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describes how the magnetization vector relaxes. It reduces oscillations and ensures that the magnetization 

ultimately reaches its equilibrium state. 

In ferromagnetic materials, the exchange interaction is a fundamental short-range interaction that 

plays a pivotal role in the alignment of neighboring atomic magnetic moments. This interaction tends to 

align adjacent magnetic moments parallel to each other, promoting ferromagnetic ordering. The energy 

associated with this interaction is expressed in terms of the exchange length ( 𝑙𝑒𝑥 ). It represents the 

characteristic length scale over which the exchange interaction dominates. It is typically on the order of 

nanometers and depends on material properties. The formula for calculating the exchange length is given 

by, 

𝑙𝑒𝑥 = √
2𝐴𝑒𝑥

𝜇0𝑀𝑠
2 . (2.23) 

The exchange length helps determine the scale over which the exchange interaction affects the magnetic 

behavior of the material. In materials with smaller exchange lengths, the exchange interaction dominates 

over longer distances, leading to distinct magnetic properties. 

2.5.3. Spin Transfer Torque (STT) and Spin-Orbit Torques (SOT) 

2.5.3.1. Spin Transfer Torque (STT) 

STT is a fundamental phenomenon in spintronics introduced by Berger and Slonczewski. It occurs 

when spin-polarized electrons transfer their angular momentum to a magnetic layer, leading to changes in 

the magnetization direction. A common setup involves two uniform magnetic layers separated by a thin 

non-magnetic layer as shown in Fig. 2.9, with current flowing perpendicular to the layer stack. When an 

electrical current 𝐽 passes through the bottom magnetic layer, electrons become spin-polarized. This means 

that their spins align predominantly in a particular direction. These spin-polarized electrons interact with 

the magnetization of the upper magnetic layer. The non-magnetic spacer layer isolates the two magnetic 

layers, preventing mutual exchange interaction. 

The magnetization dynamics in the free layer, influenced by the spin-polarized current, can be 

described using an additional torque equation considering both in-plane and perpendicular torques as,  

𝛕𝑆𝑇𝑇 =
|𝑔|

2

𝜇𝐵𝐽𝑃

𝑀𝑠|𝑒|𝑑
(𝐦 × (𝐦 × 𝐦𝑃) − 𝛼𝐦 × 𝐦𝑝), (2.24) 

where, 𝑔  is the g-factor, 𝜇𝐵  is the Bohr magneton, 𝐽  is the electrical current density, 𝑃  represents the 

current polarization (0 < 𝑃 < 1). 𝒎𝑝 is the magnetization of the fixed layer and determines the polarization 

direction of the spin current. 
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Fig. 2.9 Spin polarized charge current and spin transfer torque mechanism. 

 

2.5.3.2. Spin-Orbit Torques (SOTs)  

SOT is another important effect in spintronics, distinct from STT, and arises from the interaction 

between an electron's spin and its orbital motion as it moves through a material with strong spin-orbit 

coupling. Two major phenomena contributing to SOT are the Spin Hall Effect (SHE) and Rashba Effect. 

Spin Hall Effect 

The SHE is a fascinating phenomenon in condensed matter physics and spintronics, where an 

electrical current passing through a material can generate a transverse spin current, without the need for a 

magnetic field. This effect was first proposed theoretically by M.I. Dyakonov and V.I. Perel in 1971 and 

later fully described and named by J.E. Hirsch in 1999[72]–[74]. It has since become a significant area of 

research and has important implications for the development of spintronic devices. The SHE originates 

from the relativistic spin-orbit coupling (SOC) present in materials. Spin-orbit coupling is a relativistic 

effect that couples the motion of electrons' charge (orbital motion) to their intrinsic spin angular momentum. 

It results from the interaction of an electron's electric charge with the electric field due to the positively 

charged atomic nucleus. This coupling becomes prominent in heavy metals and materials with strong 

atomic numbers, where the electrons move at relativistic speeds. The fundamental mechanism behind the 

SHE is the spin-dependent scattering of charge carriers. When charge carriers, typically electrons, move 

through a material with strong spin-orbit coupling, they experience spin-dependent deflections due to the 

interaction between their spin and the crystal lattice's electric field. This deflection leads to the generation 

of a net spin current that flows perpendicular to the applied electric field. 
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The generation of a pure spin current 𝒋𝑠 in response to an applied electric field 𝑬 can be described 

mathematically using the following equation, 

𝒋𝑠 = 𝜃𝑆𝐻𝑬 × �̂�, (2.25) 

where, 𝜃𝑆𝐻 is the spin Hall angle, a material-specific parameter, 𝑬 is the applied electric field and �̂� is the 

unit vector perpendicular to the plane of the film. The spin Hall angle quantifies the strength of the SHE in 

a particular material. It depends on the material's intrinsic properties, such as its crystal structure and atomic 

number. The spin Hall angle quantifies the strength of the SHE in a particular material. It depends on the 

material's intrinsic properties, such as its crystal structure and atomic number [75]–[78]. 

 

Fig. 2.9 Pure spin transport and spin Hall effect mechanism. 

 

Rashba Effect 

The Rashba Effect is another spin-orbit coupling phenomenon that can be observed at the interface 

between materials with strong SOC[79]–[81]. It arises when the inversion symmetry of a crystal lattice is 

broken at the interface. The Rashba Effect results in a momentum-dependent splitting of electronic energy 

bands, causing the energy levels for electrons with opposite spin orientations to separate. This energy 

splitting can lead to the formation of a spin texture, where the electron spins rotate in a two-dimensional 

plane. The Rashba Hamiltonian, which describes the energy splitting due to the Rashba Effect, can be 

written as follows, 

𝐻𝑅𝑎𝑠ℎ𝑏𝑎 = 𝛼(𝜎𝑥𝑝𝑦 − 𝜎𝑦𝑝𝑥), (2.25) 

where, 𝛼 is the Rashba coefficient, determined by the strength of the spin-orbit interaction at the interface. 

𝜎𝑥 and 𝜎𝑦 are the Pauli matrices and 𝑝𝑥 and 𝑝𝑦 are the momentum operators. 
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Fig. 2.10 Spin accumulation and Rashba -Edelstein effect. 

 

 

Fig. 2.11 Spintronics based oscillators based on STT and SOT principles. 
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2.5.4. Spin torque oscillators and spin Hall oscillators 

Spintronic oscillators such as spin-torque oscillators (STOs) and spin Hall oscillators (SHOs) have 

been widely studied for their use as feature filters and computational tasks such as pattern recognition and 

classification tasks. In STOs, the spin transfer torque (STT) is induced by the electric current flowing 

through a multilayer structure consisting of a free magnetic layer and a fixed magnetic layer separated by 

a non-magnetic conductor or an insulator [82], [83]. The electric current passing through the fixed layer is 

spin-polarized in the direction of magnetization and exerts a torque on the free layer magnetization. The 

SHO consists of a ferromagnetic (FM) and heavy metal (HM) bilayer structure in which the generation of 

a pure spin current in the HM via the spin Hall effect (SHE) or the Rashba-Edelstein effect induces spin 

orbit torque (SOT) [72], [75], [84], [85]. The SHOs have a few additional benefits despite STOs having a 

higher oscillatory output power. First, they are easier to fabricate due to their simpler bilayer structure [86]–

[89]. Second, the SOT which is caused by the pure spin current from the HM electrode, can be exerted over 

extended areas in SHOs, whereas the STT in STOs is a localized effect [88], [89]. SOT can be successfully 

used to excite and regulate a variety of magnetization oscillations [90]–[93]. Furthermore, the development 

of charge-to-spin conversion efficiency through material engineering and the significant contribution of a 

field-like term to the SOT, caused by interfacial effects, provide an interesting opportunity to investigate 

SHO-based neuromorphic hardware [76], [78], [94], [95]. 
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Chapter 3 

Materials and Methods 

3.1. Micromagnetic simulations 

3.1.1. LLG simulator – Simulation & Data processing 

In this section, we briefly explain how we perform micromagnetic simulations using the LLG 

Micromagnetics Simulator [1]. Fig.3.1 shows the displayed user interface when starting a new simulation. 

We set the dimensions of the simulation model by changing the values in Simulation Volume dialog box 

along X, Y and Z directions. Nx, Ny, Nz values refer to number of computation cells along each direction. 

We activate multiple layers by checking the Layers box. 

 

 

Fig. 3.1. Specifying the simulation volume and multiple layers. 

 

As shown in Fig. 3.2 (a), in the Globals page, we define the material properties for each cell in the 

simulation volume. Here we can define the values of saturation magnetization (Ms), 2nd and 4th order 

uniaxial anisotropies (Ku2, Ku4), cubic anisotropy (Kc), exchange stiffness(A), surface anisotropy (Ks), 

resistivity(ρ), anisotropic magnetoresistance (AMR), as well as the types and directions of the easy axis. 

To load the predefined material specific parameters (e.g., Fe, Co, Permalloy), we can click the Material 
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Selector. All parameters are set in CGS units. Alternatively, when modelling multiple layers, we can change 

the thickness and material properties of each layer separately, in the Layer Props page (Fig. 3.2 (b)). In the 

Fields page (Fig. 3.2 (c)), we set the strength and orientation of the external magnetic field (Hext). 

 

 

Fig. 3.2 The material parameters can be set a, in the Globals page, or b, layer wise in the Layer Props 

page. C, the external magnetic field is set in the Fields page. 

 

In the Current page (Fig. 3.3), we specify the input currents. We choose from the 2D I Direction to specify 

the direction of current flow. Checking Enable I(t) allows us to inject a time-dependent current. The current 

pulse can be seen on the adjoining viewing panel. Depending on the spin torque term of interest, we choose 

appropriate options from the ST Options – I(1) box. Since we are utilizing the torque arising from the spin 

Hall effect, we choose the SHE box. We can also load predefined current sequences or save the current 

sequences we have created, by using the Read Input File or Save Input File options. 
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Fig. 3.3 The Current page to specify the input current pulse and choice of spin torque. 

 

In the Computation page (Fig. 3.4 (a)), we specify the computational scheme for solving the LLG 

equation. Here, we also set value for Alpha (damping constant) and Stop t (ns) which limits the total 

processing time of the simulation. Finally, in the Initialize page (Fig. 3.4 (b)), we specify the initial state of 

the system. We can click Read From File and Input File Name to load an initial state from previous 

simulations, or specify the initial magnetization configuration by selecting the axis or angle values. Having 

set up the simulation, we return to the Main page and click Save Input to save the created simulation 

parameters. We click on Begin Simulation to run the simulation. 

In the Simulation page, we click on Start To Compute to begin the simulation. The Turn Graphics 

On/Off button allows us to turn on/off the display of live update of any of the selected parameters in the 

viewing panel. We can choose the parameter to be viewed from the available options, on the Views page 

(Fig. 3.5). For example, turning on M(t) allows us to see how the components of magnetization along the 

three Cartesian axes evolve with time. 
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Fig. 3.4 a. The Computation page for specifying the method of solving the LLG equation and other 

computation parameters b, the Initialize page for specifying the initial condition of the modelled system. 

c, the simulation parameters that have been set up are saved using the Save Input option. 

 

 

Fig. 3.5 When running the simulation, we can choose to view different parameters. The time evolution of 

M(t) separated into the three Cartesian components is shown as an example. 
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3.1.2. Mumax3 – Simulation & Data processing. 

Mumax3 is a script-based simulator and has the convenience to modify add user defined parameters in the 

open source code [2]. Here we briefly explain the script-based model and execution of simulations. 

Simulation file and parameters: 

1. The simulation parameters such as the sample size, thickness can be defined and loaded in 

to simulation model as mumax3 API. 

 

 
 

2. Magnetic and STT/SOT input parameters. 
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3. Output and running simulations. 

 
 

3.2. Artificial neural network implementation using Python and MATLAB. 

For the image recognition tasks, the Modified National Institute of Standards and Technology 

database (MNIST) [3] images are converted to binary black and white images, following which each image 

is divided into 4-bit patterns striding horizontally, resulting in a 196 ⨯ 4 matrix. In the readout layer, we 

use both linear and logistic regression functions executed in Matlab software. During learning process, for 

a particular image, the output amplitudes are mapped into a one dimensional feature vector of 196 elements. 

This process is repeated for all 60000 training images, creating a 60000 ⨯ 196 output matrix O. The 196 ⨯ 

10 weight matrix W (where each column corresponds to each digit from 0 to 9) is calculated using the 

output matrix O and a label matrix L (60000 ⨯ 10) containing the true labels for each training image. In 

each row of the label matrix, the (l+1)th column has a value 1 and the remaining columns have value 0, 

where l is the true digit (l=0, 1...9). 

In linear regression, assuming a linear relationship between the output matrix O and the label matrix L, 

 𝑶𝑾 = 𝑳. (8) 

We find the weight matrix W using the pseudo inverse O†. 

 𝑾 = 𝑶†𝑳. (9) 

In logistic regression, we assume the relation between O and L to be of the form, 

 
𝒈𝑾(𝑶) =

𝟏

𝟏 + 𝒆−𝑶𝑾
= 𝑳. (10) 

We find weight matrix W by the minimization of a cost function J(W) given by,  
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𝑱(𝑾) =

𝟏

𝒎
∑ [−𝑳(𝒊) 𝒍𝒐𝒈 (𝒈𝑾(𝑶(𝒊))) − (𝟏 − 𝑳(𝒊))𝒍𝒐𝒈 (𝟏 − 𝒈𝑾(𝑶(𝒊)))]

𝒎

𝒊=𝟏

, (11) 

where m is the number of iterations. We ran 12000 iterations for the weight matrix W optimization. The 

cost function J(W) is minimized by the method of gradient descent, given by, 

 𝝏𝑱(𝑾)

𝝏𝑾𝒋
=

𝟏

𝒎
∑(𝒈𝑾(𝑶(𝒊)) − 𝑳(𝒊))𝑶𝒋

(𝒊)

𝒎

𝒊=𝟏

. (12) 
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Chapter 4 

Classification task using spin Hall oscillators 

 

In this chapter, we explore the utilization of a Spin Hall oscillator (SHO) device for the 

classification of binary input patterns. We introduce a novel approach involving the spectral filter technique 

to directly classify multibit binary data, simplifying feature extraction. Our primary objective is to reduce 

feature map dimensionality, facilitating rapid and efficient information processing with minimal training 

costs. By manipulating the magnetization dynamics of the SHO through input pulse pattern configuration, 

we demonstrate the classification capability of input sequences containing 4-binary digit data. 

4.1. Simulation Model 

A conceptual schematic of the hardware is illustrated in Figure 1a, comprising a pulse input circuit, 

SHO (Spin Hall Oscillator), and an electrical output circuit [1]. The modeled SHO is constructed using a 

platinum/ permalloy bilayer (Pt/NiFe) with lateral dimensions of 100 nm x 100 nm, and each layer has a 

thickness of 5 nm. The input binary data is represented by a current pulse, where "1" and "0" are encoded 

as distinct current values, 𝐼1 and 𝐼0, respectively. An in-plane magnetic field (𝜇0H𝑒𝑥𝑡) of 100 mT is applied 

at an angle 𝜑 =  90⁰ (+Y direction) to align the magnetization perpendicular to the current direction. The 

temporal dynamics of the ferromagnetic layer was solved by the Landau-Lifshitz-Gilbert (LLG) equation 

with the spin transfer torque term, 

𝑑�̂�

𝑑𝑡
= −𝛾�̂� × 𝜇0𝑯𝑒𝑓𝑓 + 𝛼�̂� ×

𝑑�̂�

𝑑𝑡
− 𝛾

ℏ

2|𝑒|

𝜃𝑆𝐻 |𝑗𝑐|

𝑀𝑠𝑡𝐹𝑀
(�̂� × (�̂� × �̂�)) (4.1) 

where �̂� =
𝐌

Ms
 is the normalized magnetization vector, γ is the gyromagnetic ratio, α is the Gilbert damping 

parameter, μ0  is the vacuum permeability, Ms  is the saturation magnetization, ℏ is the reduced Planck 

constant, 𝑒 is the electron charge, and tFM is the thickness of the magnetic layer. The effective field 𝐇eff 

includes the external magnetic field, the magneto-crystalline anisotropy field, and the demagnetization field. 

θSH is the spin Hall angle, which characterizes the conversion efficiency of charge current density �̂�𝐜 to spin 

current density �̂�𝐬 in the heavy metal layer. �̂� =  −sgn θSH (�̂� × �̂�𝐜) is the orientation of spin injected into 

the ferromagnet, where �̂� and �̂�𝐜 are the unit vectors in the direction of surface normal and the electrical 

current, respectively. The −sgn factor changes with the position of ferromagnet, i.e., if the ferromagnet is 

atop the HM, �̂� would face into the HM, or if the ferromagnet is below the HM, �̂� would face into the 
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ferromagnet but it’s sign would be opposite to the prior case. In accordance with experiments, the material 

parameters used in the simulations are listed in Table.1 [2] 

 

Parameters Symbol Value 

Saturation magnetization 𝜇0𝑀𝑠 1.0 T 

Exchange constant 𝐴𝑒𝑥 1.13 ×   10−12J m−3 

Damping 𝛼 0.02 

Thickness of NiFe 𝑡𝑁𝑖𝐹𝑒 5 nm 

Thickness of Pt 𝑡𝑃𝑡 5 nm 

Resistivity of NiFe 𝜌𝑁𝑖𝐹𝑒  4.5 × 10−7 Ω  m 

Resistivity of Pt 𝜌𝑝𝑡 2.0 × 10−7 Ω  m 

Spin Hall angle 𝜃𝑆𝐻 0.07 

 

Table 1. Simulation material parameters. 

 

The working principle of the SHO is as follows: when a current (Ic) flows in the +X direction, the 

Spin Hall Effect (SHE) in Pt causes spin-dependent scattering of electrons, leading to spin accumulation at 

the Pt/NiFe interface. This accumulation results in the transfer of spin angular momentum to NiFe, inducing 

a transverse flow of spin current (+Z direction), characterized by the spin Hall conversion efficiency 𝜃𝑆𝐻 

(spin Hall angle) [3], [4]This spin current gives rise to two Spin-Orbit Torques (SOTs): damping-like torque 

(DLT) and field-like torque (FLT) [5], [6]. In this context, we consider only the role of DLT due to the 

negligible effect of FLT for the 5 nm thick Pt Layer. By increasing Jc (current density), DLT can be adjusted 

to compensate for the natural damping of NiFe, achieving auto-oscillations in the gigahertz frequency range 

[7]–[9]. 

The electrical detection of the SHO's oscillatory dynamics relies on the oscillating anisotropic 

magnetoresistance (AMR) of the ferromagnet [10], [11]. The dependence of the FM resistance on the angle 

𝜃M  between current and magnetization is 𝑅(θM) = 𝑅⊥ + (𝑅∥ − 𝑅⊥)𝑐𝑜𝑠2𝜃𝑀 = 𝑅0 + ∆𝑅𝐴𝑀𝑅 𝑐𝑜𝑠2𝜃𝑀, 



 

53 
 

where R⊥(∥) is the device resistance when the current and the magnetization are oriented perpendicular 

(parallel) to each other. ∆𝑅𝐴𝑀𝑅 = 𝑅∥ − 𝑅⊥is the AMR resistance and 𝑅0 is the minimum resistance of the 

device. The microwave voltage signal across the device is, 

𝑉(𝑡) = 𝐼𝑐 × 𝑅(𝑡) =  𝐼𝑐 ×  [𝑅0 + ∆𝑅𝐴𝑀𝑅 𝑐𝑜𝑠2𝜃𝑀(𝑡)]. (4.2) 

Since the magnetization dynamics occur in unit sphere and precess around the effective field (Heff), the time 

dependent 𝜃M(𝑡) consists of an in-plane component θin and an out-of-plane component θout and can be 

decomposed as41
,  

cos (𝜃𝑀(𝑡)) = cos (𝜃𝑖𝑛(𝑡))cos (𝜃𝑜𝑢𝑡(𝑡)), (4.3) 

𝜃𝑖𝑛(𝑡) =  φ0 + φc cos(2𝜋𝑓) , (4.4) 

𝜃𝑜𝑢𝑡(𝑡) =  ϑc sin(2𝜋𝑓) , (4.5) 

where φ0 is the static angle between the current and the magnetization M defined by the effective field Heff , 

φc and ϑc are the in-plane and out-of-plane precession cone angles of the magnetization, respectively. f is 

the frequency of oscillation in gigahertz. For the Cartesian coordinate axes in Fig. 4.1, φ0 =  φ (when Heff 

= Hext) and sin(𝜃𝑖𝑛) ≈  
MX

M0
 (normalized magnetization component), such that the Mx2 is related to the 

detected output voltage V(t). The simulated time dependent Mx is converted into frequency spectra via fast 

Fourier transform (FFT) to represent the collective behavior of the SHO for the given input signal. The 

main advantage of frequency domain analysis is the reduction in the amount of output data for further 

computations. 

 

 

Fig. 4.1 Schematics of the spin Hall oscillator simulation model [1]. 
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4.1.1. Single domain vs multidomain model 

Single-cell simulations are computationally less demanding compared to their multicell 

counterparts. This computational efficiency makes them particularly suitable for preliminary or exploratory 

studies, especially in cases where computational resources are limited. The reduced complexity allows for 

quicker simulations and facilitates an initial understanding of the system's behavior. However, it's worth 

noting that single-cell calculations come with certain limitations. They may not capture small-scale effects 

such as the presence of domain walls, defects, or localized variations in magnetic properties. Nonetheless, 

single-cell simulations are invaluable for statistical analysis and for capturing the average behavior of a 

material. They provide a macroscopic view of the system and can yield insights into its overall 

characteristics. This makes them particularly useful for practical applications, especially in the design of 

magnetic devices. In such cases, where the goal is to consider the behavior of the entire system, single-

domain models are often necessary. Single-domain models treat the entire magnetic material as a single 

domain, simplifying the representation but preserving essential features. 

In light of these considerations, it becomes imperative to validate simulations by comparing single-

cell (single-domain) and multicell (multi-domain) models to detect any nonlinear behavioral changes. In 

our context, we are primarily interested in the macroscopic behavior of NiFe. Assumptions are made that 

all magnetic moments are uniform and rotations are coherent, given the small magnetocrystalline anisotropy 

in NiFe. Thus, the magnetic moments predominantly align with the applied field direction. This alignment 

is confirmed by our simulations, which maintain the single-domain state in NiFe even under the influence 

of a 100 mT Y-axis applied field, as depicted in Fig 4.1a and b. 

 

Fig. 4.2 a Multicell simulation model, b. single cell simulation model. 

 

In the MD model (multicell), as shown in Fig. 4.3a, the excitation at 𝐼1  =  2.0  mA initiates 

approximately at the center of the pulse width (5 ns). Conversely, in the SD model (single-cell), the 
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excitation occurs at a time period greater than half of the pulse width as can be seen in the Fig.4.3b. 

Furthermore, the amplitude of excitation appears stronger in the SD model, indicating differences in the 

response of the two approaches. This behavior persists for the 𝐼1  =  3.0 mA excitation, as depicted in the 

comparison between MD and SD models in Figs. 4.3c and d. In both cases, oscillations eventually reach a 

steady-state stage, but the initiation time varies between the two approaches. 

 

Fig. 4.3 a Single cell simulation magnetization dynamics Mx for 𝐼1 = 2.0 mA b. Multicell simulation 

dynamics for 𝐼1 = 2.0  mA, c multicell simulation dynamics for 𝐼1 = 3.0  mA d multicell simulation 

dynamics for 𝐼1 = 3.0 mA. 

 

To further explore this, Fig 4.4 provides comparative plot of the oscillation frequencies as a 

function of 𝐼1 for pulse width, 𝜏 =  10 ns, respectively, in both MD and SD models. Notably, a reduction 

in oscillation frequency is observed in the MD model when compared to the SD model for both pulse widths. 

This reduction in frequency can be attributed to the inclusion of the exchange field 𝐴𝑒𝑥 in the effective field 

Heff within the multicell model. The exchange energy contributions tend to reduce the frequency of the 

oscillation, influencing the system's dynamics. In both SD and MD models, once steady-state oscillations 

are achieved, the oscillation frequency exhibits a nonlinear redshift. This behavior aligns with expectations 

for an in-plane magnetized film. It's important to note that this nonlinearity is primarily due to the 
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demagnetization factor when other nonlinearities are disregarded. Consequently, considering the 

computational efficiency of single-cell simulations and their ability to provide valuable insights into the 

system's macroscopic behavior, the decision was made to continue with single-cell approximation (single-

domain model) for the subsequent simulations. This choice helps streamline computational demands while 

retaining essential characteristics of the SHO system. 

 

 

Fig. 4.4 Oscillation frequency vs applied pulse current 𝐼1 for single cell and multicell simulations. 

 

4.2. Input driven magnetization dynamics 

We begin by examining the magnetization dynamics of the modelled SHO device as a function of 

I1 for a single current pulse with a pulse width (τ) of 3 ns and pulse rise and fall times of 1 ns. In Fig. 4.5 

a-d, the magnetization components temporal evolution is depicted for I1 = 5.0, 5.5, 6.0, and 6.5 mA with I0 

= 0 mA. Their corresponding trajectories are plotted in Fig. 4.6 a-d. SOT excitation of a ferromagnetic 

resonance mode causes magnetization oscillations at I1 = 5.0 and 5.5 mA. They exhibit small angle 

precession, in which the cone angle increases with an increase of I1[12]–[14].  For I1 = 6.0 and 6.5 mA, the 

oscillations correspond to the in-plane and out-of-plane auto-oscillation modes, respectively. 

The intiation and relaxation of the magnetization oscillation are compared with Mx component and 

shown by the colored circles in Fig. 4.7a, the initiation and relaxation times vary depending on the strength 

of I1. This indicates the manipulation of effective damping by the SOT. These excitations can be converted 

into self-sustaining auto-oscillations by gradually increasing the precession amplitude with τ  until it 
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saturates at the limit cycle of auto-oscillation[15].The equilibrium energy, which regulates the auto-

oscillation's limit cycle, is influenced by the device geometry, mode of excitation, and direction of the 

effective field. The auto-oscillation orbit for the single magnetic domain model is circular in the out-of-

plane direction and shaped like a clamshell in the in-plane direction [13]. The single cycle trajectories for 

each oscillation mode are depicted in Fig. 4.7b.  

In Fig. 4.8, the FFT amplitude spectrum for the I1 range (5 mA to 6 mA) is displayed. For I1 < 5.5 

mA, the FFT amplitude increases linearly with increasing I1, but the oscillation frequency, which can be 

seen from the peak position of the FFT amplitude in the spectra, is constant at 9.0 GHz. For 5.5 mA < I1 < 

6.0 mA, the frequency undergoes a red shift due to the large angle motion of magnetization components, 

as can be seen in Fig. 4.7b (I1 = 6.0 mA), which reduces the effective demagnetization field in the NiFe 

layer. The magnetization component transverse to Hext  undergoes oscillations at twice the oscillation 

frequency in order to maintain a constant magnitude and thus reduces the frequency.  The constant 

frequency 9.0 GHz corresponds to the ferromagnetic resonance frequency (FMR). The ferromagnetic 

resonance frequency depends on the Heff and the sample dimension.  

 

 

 

a 
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Fig. 4.5 a-d Magnetization oscillation plots for pulsed current excitation for I1= 5.0 to 6.5 mA. 

 

c 

d 

b 
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Fig. 4.6 a-d Oscillation trajectories for pulsed current excitation for I1= 5.0 to 6.5 mA. 
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Fig. 4.7 a Pulsed input current and magnetization dynamics of Mx component for I1 = 5.0 - 6.5 mA, the 

initiation and relaxation time scales are indicated by colored circles. b. Transition of small angle precession 

to large angle oscillation trajectories as a function of I1 [1]. 

 

Fig. 4.8 Fast Fourier amplitude spectrum (FFT) of Mx for I1 = 5.0 - 6.5 mA [1]. 
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To verify this, we simulated the FMR for modelled SHO is shown in Fig. 4.9a. The applied magnetic 

field (Hext) is oriented along Y axis and the oscillating magnetic field (Hrf) at a fixed microwave frequency 

is applied along X axis with a strength of 1 mT. The Hext is sweeped for fixed frequency. The obtained 

resonant field (Ho) is plotted in Fig 4.9b as a function of the applied frequency. The data are fitted with the 

Kittel equation 𝑓 = μ0γ/2π √Ho(Ho + Meff)  yielding an effective magnetization, μ0Meff = 1.0 Twith 

gyromagnetic ratio γ 2π ⁄ = 27.6 GHz/T.  

As I1 is increased further, the frequency decreases, reaching 7.1 GHz at I1 = 6.0 mA. This frequency 

shift is attributed to the complex coupling of oscillatory amplitude and phase as predicted by the nonlinear 

auto-oscillator theory for STOs [16]. For I1 = 6.5 mA, the frequency increases to 9.1 GHz and the FFT 

amplitude reduces due to the out-of-plane oscillation, as can be seen in Fig. 4.10 (I1 = 6.5 mA). As a result, 

the magnetization dynamics in the SHO can be divided into three regimes, as shown in Fig. 1e: the  linear 

excitation regime for I1 < 5.5 mA, where the frequency is constant with increasing precession amplitudes 

as a function of I1, the nonlinear excitation regime for 5.5 mA < I1 < 6.0 mA, where the FFT amplitude is 

saturated and the frequency decreases drastically with increasing I1 and the out-of-plane oscillation regime 

for I1 > 6.5 mA where the frequency increases and the FFT amplitude decreases. These nonlinear frequency 

amplitude relationships can be used to classify the inputs. 

 

Fig. 4.9 a Simulated ferromagnetic resonance (FMR) for modelled spin Hall oscillator (SHO) in the main 

text. b Fitted resonant field (Ho) as a function of the applied frequency. 
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Fig. 4.10 Frequency response and peak amplitude level of FFT spectrum as a function of I1 [1]. 

 

4.3. Binary digit pattern classification 

Regular pulse scheme 

After investigating magnetization dynamics, we look into the SHO's ability to classify n-binary 

input data. The pulse stream is represented by the encoded input signal n − bi(t), which has current values 

I0 and I1 for "1" and "0", respectively. The pulse period (Δt) and width (τ), respectively, 4 ns and 3 ns. The 

pulse width τ, includes a rise time of 1 ns and a fall time of 1 ns. Figure 4.11 represents 4 − bi(t) input 

pulse patterns, Mx responses, and FFT amplitude spectra (frequency) with input current values of I1 = 3.5 

mA and I0 = 0 mA, which lie in the linear excitation regime. For the input pattern 1111 in Fig. 2a, the Mx 

response in Fig. 4.11b shows the magnetization oscillations with varying amplitude for each "1" input, and 

the corresponding FFT spectrum is shown in Fig. 4.11c. For the 1001 pattern in Fig. 4.11d, the 

magnetization relaxes to its initial state in the time between the two "1" inputs, as shown in Fig. 4.11e. The 

corresponding amplitudes in the FFT spectrum (Figs. 4.11c and 4.11f) for the input patterns of 1111 and 

1001 allow one to clearly see the difference in magnetization dynamics.  

Classification using Filtered output 

We apply the filter neuron concept, which was inspired by recurrent neural networks' use of it for 

feature extraction and handling time-varying outputs, to filter a specific feature in the output data [17], [18]. 

The FFT amplitude value at the linear excitation regime frequency, 9.0 GHz, is fixed as the filter 

characteristic in order to separate the input patterns in the output spectrum. The filtered amplitude values 
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for the input patterns 1111 and 1001 at 9.0 GHz are 0.0042 and 0.00002, respectively, as shown with the 

help of guidelines in Figs. 4.11c and 4.11f, respectively. Note that this filtering strategy differs from the 

standard bit slicing techniques used in the computing paradigm. The bit slicing method maps n input 

elements to n output values and then performs additional computations for weight optimization[19]. But in 

this case, n input elements are mapped to a single output value using the quantization technique. This 

method is well suited for the reduction of output data and does not call for weight optimization for the 

classification task of input patterns, which can lower the computation costs [20], [21]. 

 

 

Fig. 4.11 a. Regular pulse scheme for 4-binary digit input pattern 1111 with pulse period (Δt) of 4 ns and 

pulse width (τ) of 3 ns. b. Magnetization dynamics of Mx component and c. corresponding spectral 

characteristics. Guide line in FFT shows the amplitude value at 9.0 GHz. Similar input pattern, 

magnetization dynamics and FFT in d - f for 1001 pulse pattern, and in g – i for 0101 pulse pattern [1]. 

Challenges in classification 

The relaxation of magnetization precession during the interval between two consecutive pulses 

poses a challenge to the classification task. For the 0101 nput pattern in Fig. 4.11g, Fig. 4.11h displays the 

Mx response. Since the magnetization has relaxed to its initial state prior to the second "1" pulse arrival, 

the individual "1" pulses exhibit the same oscillating amplitude. As can be seen in Figs. 4.11f and 4.11i, 

the resulting FFT spectra have the same amplitude as the 1001 pattern. In this case, it is not possible to 

distinguish between the SHO's output and any of the possible 4 − bi(t)  input patterns. Input pulse 

parameters I0, I1 and τ can be varied to affect the dynamics of the magnetization, but in the linear excitation 

regime, patterns like 1000 and 0001 still produce the same FFT spectra. This is caused by the same 
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magnetization dynamics, but in a different time frame, for each "1" pulse. We refer to this type of input 

pulse stream as the regular pulse scheme.  

Figures 4.12 a and d show the 4-bit binary input pulse patterns with input parameters I0 = 0, I1 = 4.0 

mA, ∆t = 4 ns and 𝜏 = 3 ns, for the 4-bit patterns 0101 and 1010 respectively. For both pattern 0101 and 

pattern 1010, the Mx oscillation amplitudes in the Figs. 4.12 b and e corresponding to the input bit 1 are 

the same. This prevents the separation of the two patterns as can be seen from the similar value of FFT 

amplitude in Figs 4.12c and f. Figures g and j show the 4-bit binary input pulse with input parameters with 

I1 in the nonlinear regime I0 = 0, I1 = 6.0 mA, ∆t = 4 ns and 𝜏= 3 ns, for the 4-bit patterns 0101 and 1010 

respectively. For both pattern 0101 and pattern 1010, the Mx response is auto-oscillations as shown in the 

Figs. 4.12 h and k, where bit 1 pulses oscillate at the same amplitude level. This again prevents the 

separation of the two patterns as seen from the similar value of FFT amplitude at the filtering frequency of 

9.0 GHz as shown the Figs 4.12i and l. Figure 4.13 a(d) shows the 4-bit binary input pulse with input 

parameters I0 = 0, I1 = 3.5 mA, ∆t = 4 ns and 𝜏= 1.5 ns (3.6ns), for the 4-bit pattern 1111. For 𝜏= 1.5 ns (Fig. 

4.13b), due to the relaxation of the excited small angle precession, Mx amplitudes corresponding to each 

of input bit 1 pulses are the same. However, for 𝜏= 3.6 ns (Fig. 4.13e), the next bit 1 pulse arrives before 

the relaxation of the previously excited Mx precession, leading to progressively increasing amplitudes of 

oscillation. 

 

Fig. 4.12 a – l Investigation of magnetization dynamics and 4-bit digit pattern separation on regular pulse 

scheme with I0 = 0, I1 = 4.0 & 6.0 mA, ∆t = 4 ns, 𝜏 = 3 ns [1]. 
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Figures 4.13c and 4.13f give the FFT amplitude spectra for 4-bit pattern 1111 for 𝜏 = 1.5 ns & 3.6 

ns respectively. Figure 4.13g (j) shows the 4-bit binary input pulse with input parameters I0 = 0, I1 = 3.5 

mA, ∆t = 4 ns and 𝜏 = 1.5 ns (3.6ns), for the 4-bit pattern 0101. For both 𝜏 = 1.5 ns (Fig. 4.13h) and 𝜏 = 3.6 

ns (Fig. 4.13k), the Mx amplitudes corresponding to both the bit 1 pulses are the same. Figures 4.13i and 

4.13l give the FFT amplitude spectra for 4-bit pattern 1111 for 𝜏 = 1.5 ns & 3.6 ns respectively. Similar to 

the previous pulse scheme, this prevents the separation of any cyclic permutations of 4-bit patterns for both 

𝜏 = 1.5 ns and 𝜏 = 3.6 ns.  

 

Fig. 4.13 a – l Investigation of magnetization dynamics and 4-bit digit pattern separation on regular pulse 

scheme with I0 = 0 mA, I1 = 3.5 mA, ∆t = 4 ns, 𝜏 = 1.5 ns & 3.6 ns [1]. 

 

4.4. Modified pulse scheme 

To tackle the challenge faced in the regular pulse scheme, we resort to modifying the input driven 

magnetization dynamics rather than the internal structure of the device [22]. Figure 4.14a depicts the pulse 

input of an excitatory pulse Ie, with a pulse width (t1) of 7 ns. The Mx oscillation, as shown in Fig. 4.14b 

reaches an amplitude of 0.18 and relaxes to the ground state within 2 ns when Ie = 3.5 mA and I0 = 0 mA. 

This can be clearly seen from the upper envelope plot of Mx shown after the pulse is off at 8 ns in Fig. 

4.14c. However, by introducing an offset value for I0, the relaxation time can be extended. Figure 4.14d 

shows an excitatory pulse with an offset value for I0 (Ie = 3.5 mA, I0 = 1.2 mA). The oscillation amplitude 

increases to 0.38 due to the increasing precessional amplitude with the offset current, as shown in Fig. 4.14e, 
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and the relaxation period is extended to 8 ns, as shown in Fig. 4.14f. This allows us to modify the 

magnetization dynamics in the SHO during the inputs for different 4 − bi(t) patterns, as will be discussed 

below. 

 

 

Fig. 4.14. a Excitatory pulse (Ie = 3.0 mA) without offset current (I0 = 0 mA). b Magnetization dynamics 

of Mx component and c relaxation characteristics plot from the upper envelope of the Mx time domain 

data after the pulse is off. d Excitatory pulse (Ie) with an offset current value (I0 = 1.2 mA). e. Magnetization 

dynamics of Mx component and f. relaxation characteristics plot of the Mx time domain data [1]. 

 

In order to extend the dynamics of magnetization relaxation for the duration of the input pulse pattern, a 

modified pulse scheme (Imod ) that includes the excitatory pulse (Ie ) and a pulse gap (δ) prior to the 

introduction of the n − bi(t) is used. Hence, the SHO responds to a combination of two input signals, Ie 

and bi(t) given by, 

 
𝐼𝑚𝑜𝑑 = {

𝐼𝑒          ; 0 < 𝑡 < 𝑡1

𝑛 − 𝑏𝑖(𝑡)     ;  𝑡 > 𝑡1 + 𝛿
 . (4.6) 

A modified pulse scheme with Ie = 3.0 mA, t1 = 7 ns, δ = 5 ns, I0 =1.2 mA, I1= 2.4 mA, δ = 4 ns, 

τ = 3 ns is used for illustration. For simplicity, we denote these input patterns with the above-mentioned 

parameters as IP1. Figure 4.15a shows the input pattern of 1010, the Mx response in Fig. 4.15b, and the FFT 

spectrum in Fig. 4.15c. Similarly, Fig. 4.15d shows the input pattern for 0101, the Mx response in Fig. 

4.15e, and the FFT spectrum in Fig. 4.15f. As can be seen from the Mx responses in Figs. 4.15b and 4.15e, 

each "1" pulse exhibits a different oscillating amplitude as the magnetization dynamics are influenced by 

both the prior Ie and the corresponding pulses. Since Ie 's influence gradually diminishes over time, each 

output has a unique dynamic, and the degree of influence of previous inputs varies as a function of time. 

As anticipated, the variation in relaxation dynamics has a significant impact on oscillation amplitude. 
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Figures 4.15c and 4.15f show the variation in the FFT amplitude and frequency as well as the filtered (9.0 

GHz) amplitude values 0.037 and 0.017 for the patterns 1010 and 0101, respectively. Because of the input 

pattern-specific nonlinear magnetization dynamics, Imod  scheme can easily classify from the filtered 

amplitudes these two input patterns, whereas the previous regular pulse scheme could not. Similarly, the 

1000 and 0001 patterns can also be distinguished using the filtered amplitude due to the variations in the 

relaxation rates.  For the Imod scheme, the FFTs were obtained from the Mx in the range of input pulse 

patterns n − bi(t) and are displayed in Fig. 4.16.  

 

 

Fig. 4.15 a Modified pulse scheme with an excitatory pulse Ie = 3.0 mA of pulse width t1 = 7 ns, for 4- 

binary digit pattern 1010 with pulse period (Δt) of 4 ns and pulse width (τ) of 3 ns. The pulse gap of δ = 5 

ns between Ie and 4-binary digit patterns is shown with the grey box. b. Magnetization dynamics of Mx 

component and c. corresponding spectral characteristic FFT plot. d – f. Similar plots of input pattern, 

magnetization dynamics and FFT for 0101 pulse pattern. Guide line in FFT plots show the amplitude value 

at 9.0 GHz [1]. 
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Fig. 4.16 a Magnetization dynamics of 16 combinations of 4-bit digit pattern separation on modified pulse 

scheme. b FFT amplitude spectra corresponding to the 16 different 4-bit input patterns [1]. 

 

Figure 4.17 displays the filtered FFT amplitude for the 16, 4 − bi(t) input patterns using IP1. Due 

to the distinction in the filtered amplitude values, a 4 − bi(t) pattern can be quantized and represented as a 

1-dimensional analog output. This filtered FFT amplitude encapsulates the most significant features 

extracted from the input patterns by the SHO layer. These features are not explicitly defined but are rather 

emergent from the dynamic behavior of the SHO in response to the inputs. 

 

Fig. 4.17. Filtered amplitude at frequency of 9.0 GHz for all 16 4-binary digit inputs for the modified pulse 

scheme with input parameters [1]. 
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4.5. Comparison of SHO with Perceptron and convolution neural network 

The perceptron is a fundamental building block in classical machine learning. It takes an n-

dimensional vector as input, applies a predefined function using trained weights, and produces an output. 

In contrast, the SHO doesn't rely on explicit weight training. Instead, it utilizes its inherent magnetization 

dynamics to transform input patterns into separable classes. This dynamic response effectively adjusts the 

"weights" and the activation function during operation is illustrated in the Fig.4.18a. One can view the SHO 

as a perceptron with built-in weights and activations. These weights and activations are not static but adapt 

in real-time as the magnetization dynamics evolve. Consequently, the SHO generates outputs that are 

linearly separable, akin to what a perceptron achieves with trained weights. While it might be tempting to 

draw an analogy between the SHO and a convolution layer, there are crucial differences. In a traditional 

CNN, each filter operates on the entire input space. This results in multiple convolution operations for a 

single set of binary inputs. The SHO, in contrast, directly maps specific inputs to specific outputs. It doesn't 

apply multiple filters to one input; instead, it has dynamic responses to individual input patterns. It doesn't 

engage in complex convolution operations like traditional CNNs. The comparison of SHO with CNN is 

illustrated in the Fig. 4.18b. 

 

 

Figure 4.18 a Single layer perceptron model and working principle along with the comparison of 

SHO feature extraction method. b. comparison of SHO with the operating principle of convolution layer in 

the convolution neural network. 
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4.6. Effect of temperature in the classification of inputs 

In the dynamics of Spin Hall Oscillators (SHO), temperature plays a significant role, as evidenced 

by experimental findings by Andrew Smith et al [23]. Their study on a nanowire-based SHO unveiled 

intriguing insights into the impact of temperature on SHO behavior. Notably, they observed a 7% variation 

in saturation magnetization and a frequency shift of approximately ∆f ≈ -0.20 GHz when temperature effects 

were considered. Expanding upon this, we sought to examine the frequency response of the SHO while 

accounting for temperature, specifically at 300 Kelvin (K). Interestingly, we observed that while there was 

no significant shift in the central frequency, the spectra exhibited a noticeable widening, and the amplitude 

increased notably at 300 K. Figure 4.19 presents a snapshot of the magnetization dynamics at 300 K. 

Notably, the pulse amplitude of Ie was deliberately set lower than I1 to induce the auto-oscillation mode 

driven by thermal effects. 

 

 

Fig. 4.19 Classification of inputs in the presence of thermal effects. a Magnetization dynamics 

corresponding to the 16 different 4-bit input patterns for the modified pulse scheme with input parameters 

Ie = 3.0 mA, δ = 5 ns, I0 = 1.2 mA, I1 = 2.4 mA, ∆t = 4 ns, 𝜏= 3.0 ns at 300 K. b The FFT amplitude spectra 

corresponding to the 16 different 4-bit input patterns [1]. 
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4.7. The MNIST handwritten digit image recognition 

Finally, the SHO device with the modified pulse scheme is evaluated for the recognition of 

handwritten digits using the Modified National Institute of Standards and Technology (MNIST) 

handwritten database [24]. The database has 60,000 training images and 10,000 test images for the digits 0 

to 9. Each image is 28 × 28 pixels in size and is displayed in grayscale, with pixel intensities ranging from 

0 to 255. Figure 4.20a depicts the hypothetical model network, which contains an input layer, the SHO 

layer, and a classifier layer. The workflow of the network is assumed to have the following layer operations: 

the images are preprocessed in the input layer so that the original grayscale format is binarized with a 

threshold (pixel intensity > 125 = 1), where 1 stands for a white pixel and 0 for a black pixel. Following 

this, the images are divided into 4 pixel segments that move along rows and are then converted into input 

current pulses, creating a total of 196, 4 − bi(t) input patterns. Each of the 4 − bi(t) inputs is encoded as 

a pulse stream and fed to the SHO layer using the modified pulse scheme with IP1 parameters. As was 

discussed in the previous section, the filtered FFT amplitude is collected as the output of the SHO layer for 

4 − bi(t) pattern at 9.0 GHz. For the results shown here, custom functions were created in Matlab and 

Python programming languages to replace 4 pixel values with corresponding FFT amplitudes. The classifier 

layer has 10 nodes that are all fully connected and are used to categorize the 10 handwritten digits from the 

maximum entry. 

The MNIST handwritten digit classification accuracy is evaluated as the ratio of the total number 

of correctly classified digits to the total number of digits. First, using simple linear regression the weight 

matrix was calculated using the training data and tested on the test set of 10,000 images. The accuracy 

obtained by this one-step calculation is 83.1%. The predicted vs. true digit confusion matrix, shown in Fig. 

4.20b as a color map, displays the classification success for the IP1 modified pulse scheme. The digit 5 is 

the least successful at being classified, which lowers the success rate as a whole. In addition, the SHO 

network model was evaluated in a supervised learning process carried out in Python using the Tensorflow 

machine learning module [25]. We fixed the softmax activation function for the classifier layer and 

categorical cross entropy as loss function. The classification accuracy achieved with supervised learning 

with 20 epochs and 32 batch sizes was 86.6%. This indicates the overall classification accuracy can be 

improved with classifier layer training. However, our aim is to reduce the previous layer computations for 

feature extraction.  

 

 

 



 

72 
 

 

Fig. 4.20. a. Fully connected network model for classification of MNIST handwritten digit datasets with 

input layer, SHO layer and a classifier layer with 10 neurons for 10 digits. b. Color map shows the 

confusion matrix classification results for 10000 test images classified by SHO for a linear regression 

activation (SHO linear). c. Software implemented feed forward neural network model’s, (software-FNN) 

classification results color map. d. Comparison of network model implemented with SHO and software as 

processing unit for filter operations along with classification accuracies (bar graph) and weight parameters 

(scatter-line plots) [1]. 

 

 



 

73 
 

To illustrate the reduced computations, we performed network training comparing with a software 

FNN. The software-FNN model consisted of 784 input neurons for each input pixel, a fully connected 

middle layer of 196 neurons for feature extraction, and ten neurons (the classifier layer) for classification, 

respectively. We used the rectified linear activation function (ReLU) for the feature extraction layers and 

the softmax activation function for the classifier layer. It is clear that the software-FNN requires 196 

neurons and associated computations to generate 196 features for the classifier layer, similar to the SHO 

layer outputs. The confusion matrix of the software-FNN, shown in Fig. 4.20c, achieved an accuracy of 

93.1%. When compared to the SHO network, the software-FNN improves accuracy by 7.5%. However, the 

computational cost of calculating the weight matrix is high. Figure 4.20d shows the accuracy and weight 

parameters required for the classification for the linear SHO (single linear weight computation), SHO-FNN 

(supervised learning), and software-FNN, respectively. It can be seen that with the use of the SHO layer, 

the weight computations required for a software network can be significantly reduced from 155820 weight 

parameters to 1960 parameters. The ability of the SHO layer to directly infer distinct outputs for 4 − bi(t) 

patterns reduces the computation required. Although there is a trade-off between recognition accuracy and 

inference computations for the MNIST handwritten digit classification due to various factors like 

binarazation of images, choice of classifier layer training methods, and loss functions, the SHO network is 

still favorable since it can achieve 83.1% with linear regression. Moreover, a sequence of 4 binary digits 

can be easily classified without any requirement of weight storage or computations, which can be beneficial 

for applications that need faster inference with reduced computations. Nevertheless, there is a huge 

opportunity to engage in the co-design of SHO as a dedicated feature mapping layer alongside already 

existing hardware and algorithms. 

4.8. Summary 

In summary, our comparison between the SHO and a perceptron layer highlights the SHO's capacity 

to streamline computations through nonlinear input transformations and built-in weight adjustments, 

emphasizing its significance in data-driven tasks. This feature extraction process is central to the success 

of the SHO-based classification system. It leverages the SHO's inherent oscillatory behavior and its 

sensitivity to input patterns to distill the most relevant information needed for accurate digit classification 

and image recognition. 
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Chapter 5 

 

Spin Hall Oscillator for Reservoir Computing 
 

In this chapter, we investigate the use of a single spin Hall oscillator for reservoir computing approach with 

the analysis of information processing capabilities and metrics. 

 

5.1. Spin Hall oscillator for Reservoir computing 
Reservoir computing (RC) is a computational framework that leverages a fixed, randomly 

connected dynamical system, known as the reservoir, for processing input data [1], [2]. The reservoir state 

update equation describes the reservoir state at discrete time 𝑇 and depends on both the past reservoir state 

and the present input data as follows,  

𝑋(𝑇 + 1) = 𝑓(𝑾𝑖𝑛𝑢(𝑇) + 𝑾𝑟𝑒𝑠𝑋(𝑇)). (5.1) 

Here, 𝑓 represents the activation function, and the matrices 𝑾𝑖𝑛 and 𝑾𝑟𝑒𝑠 contain fixed input connection 

weights and reservoir weights (random internal state connections), respectively. As is common in RC, only 

the output weights are computed to obtain the output 𝑌(𝑇) which is the weighted sum of reservoir states 

(𝑾𝑜𝑢𝑡), defined as, 

𝑦(𝑇) = 𝑾𝑜𝑢𝑡𝑋(𝑇). (5.2) 

A fundamental feature of RC is that the reservoir's internal dynamics remain fixed during training. 

Instead, a linear readout layer is trained to map the high-dimensional state space of the reservoir to the 

desired output. Typically, in physical RC implementations with a single dynamical system, a time-

multiplexed input method is employed to diversify the reservoir output. This involves applying a mask 

element (signal) of fixed length to each input data point, and the dynamics are stored for the duration of the 

mask as virtual nodes. This approach transforms the input into a higher-dimensional output through time-

multiplexing. However, embedded systems and IoT devices often have limited processing capacity and 

signal processing units, in addition to constraints on available training and testing data. Therefore, it is 

crucial to assess the applicability of RC in real-world scenarios with limited memory and processing 

capabilities. 

Spintronics oscillator-based reservoir computing (STO-RC) has garnered substantial interest due 

to its potential for efficient, low-power, and high-performance computing. Spin torque oscillators, including 

spin transfer torque (STT) and spin orbit torque (SOT) oscillators, have demonstrated remarkable 

capabilities compared to traditional echo state networks (ESNs) [3]–[6]. In such implementations, the input 

signal is encoded using magnetic pulses or current pulses, and the phase or frequency of the oscillator's 
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output signal serves as the high-dimensional reservoir for processing the input data. The performance of a 

reservoir is assessed using various benchmark tasks, such as memory capacity (MC), nonlinear parity check 

(PC), and nonlinear auto-regressive moving average (NARMA) tasks. 

 

 
Fig. 5.1 Reservoir computing model with a single spin Hall oscillator.  

 

5.1.1. Input driven dynamics 

Figure 5.1 illustrates the schematic model of the reservoir computing scheme, comprising an input 

layer, the reservoir, and the output layer. In the input layer, a binary input data stream with 𝑛 elements, 

denoted as  𝑢𝑖𝑛  =   {𝑢1, 𝑢2, . . . , 𝑢𝑛}, is coded as input current pulses. Each input data point 𝑢𝑖(𝑇) is fed into 

the Spin Hall Oscillator (SHO) for a fixed pulse duration  𝑇, encompassing pulse width time 𝑡𝑝𝑤, pulse rise 

time 𝑡𝑟, pulse fall time 𝑡𝑓, and relaxation time 𝑡𝑟𝑥, as visually depicted in Fig. 5.2.  

The reservoir component comprises a single SHO oscillator, as previously modelled the chapter 4. 

A charge current is applied along the 𝑋 direction, with a constant magnetic field along the 𝑌 direction with 

a strength of 𝜇0H𝑒𝑥𝑡 = 100 mT. Other simulation parameters remain consistent with those listed in Chapter 

4, Table 1. The output of the SHO reservoir consists of time-dependent oscillating amplitudes extracted 

from the envelope signal 𝑆(𝑡) of the Mx magnetization component, as shown in Fig. 5.2. This assumption 

is based on a voltage detection technique relying on the anisotropic magnetoresistance (AMR) property of 

the ferromagnet. To evaluate reservoir computational tasks, the continuous signal 𝑆(𝑡) is discretized into 

𝑁 virtual nodes with a constant time separation between the nodes, effectively representing the reservoir 

state 𝑋. This relationship maps an input binary data 𝑢𝑖 to a reservoir state vector 𝑋𝑖 with 𝑁 output nodes. 
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Fig. 5.2 Reservoir binary inputs (top) with pulse parameters, magnetization dynamics Mx with upper 

envelope S(t) (middle), and reservoir nodes taken from S(t) to represent the reservoir states.  

 

 
Fig. 5.3. Multiple current pulses with (a) 𝐼1  = 4.0 mA; 𝑡𝑝𝑤  = 1 ns, (b) 𝐼  = 5.0 mA; 𝑡𝑝𝑤  = 1 ns, (c) 𝐼  = 4.0 

mA; 𝑡𝑝𝑤  = 3 ns, (d) 𝐼  = 4.0 mA; 𝑡𝑝𝑤  = 5 ns given as input to the spin Hall oscillator and the corresponding 

upper envelopes 𝑆(𝑡) induced by them. 
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The input current pulses and the corresponding output Mx oscillation’s 𝑆(𝑡) are shown for different 

sets of 𝐼 and 𝑡𝑝𝑤 in Figs. 5.3a-d. We find that for a particular value of 𝑡𝑝𝑤, as 𝐼 increase, the value of the 

corresponding 𝑆(𝑡) also increases for the same input bit as shown in Figs. 5.3a and be) and 3(f). At lower 

values of 𝐼 and 𝑡𝑝𝑤  even when multiple finite pulses are consecutively given as input, the output S(t) 

remains in the transient state with increasing amplitude with each input pulse. As 𝐼 or 𝑡𝑝𝑤  is increased, 

limit cycle oscillations are observed after multiple consecutive input pulses. This results in a combination 

of transient and limit cycle oscillations in the output 𝑆(𝑡). When 𝐼 or 𝑡𝑝𝑤 is sufficiently high, all oscillations 

are in the limit cycle.  Having seen the variation in the output dynamics of the SHO with change in amplitude 

and pulse width of the multiple input current pulses, we proceed to utilize the output S(t) of the SHO for 

performing various reservoir computing benchmark tasks. 

 

5.2. Reservoir computing Metrics 

 

5.2.1. Memory Capacity 
MC is a crucial metric that quantifies how much information about past inputs is retained in the 

present reservoir state [8] – [10]. It assesses the reservoir's ability to maintain information over time, a vital 

attribute for various computing tasks. MC is calculated by measuring the correlation between the current 

reservoir state 𝑁 at time 𝑡 and past inputs 𝑢𝑛−𝑘 at time (𝑡 − 𝑘). The goal is to reconstruct a sequence of 

input data (the test signal) from a trained input sequence and the reservoir states using a linear estimator. 

We proceed to investigate the magnetization dynamics when a stream of 1270 bits are fed as input current 

pulses to the SHO. Bit 0 is defined as the input current pulse with 𝐼 = 0. Bit 1 is the input current pulse 

having a finite amplitude 𝐼. For the MC task, a delay 𝑑 is defined such that the 𝑘𝑡ℎ input data's reservoir 

states 𝑁𝑘 are related to the (𝑘 − 𝑑)𝑡ℎ input data as illustrated in Fig.5.4. This relationship can be expressed 

as, 

𝑆𝑘,𝑖 = 𝑆 [(𝑘 − 1)𝑇 + 𝑖
𝑇

𝑁
] . (5.3) 

 

Here, 𝑖 denotes the reservoir state nodes index, ranging from 0 to 𝑁 and 𝑘 denotes the input index, ranging 

from 0 to 𝑢𝑛 . The input and output states relationship can be modelled using the reservoir weight 𝑤𝑑 

satisfying the following condition,  

𝑢𝑘−𝑑 = ∑ 𝑆𝑘,𝑖

𝑁+1

𝑖=1

𝑤𝑑,𝑖, (5.4) 
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where 𝑢𝑘−𝑑 is the (𝑘 − 𝑑)𝑡ℎ input data, and 𝑁 + 1 term represents an added bias term, fixed at unity. The 

weight 𝑤𝑑,𝑖  can be determined using the Moore-Penrose pseudo-inverse method, introducing a 

regularization factor 𝜆. 

 

Fig. 5.4. Delayed inputs 𝑢𝑘−𝑑  represents the (𝑘 − 𝑑)𝑡ℎ previous input and the current reservoir state 𝑆𝑘. 

 

For a finite value of 𝑑 in Eqn. 5.3, the input bit where 𝑆𝑘,𝑖 is related to the input bit 𝑢𝑘−𝑑, which is 

𝑑 steps in the past. Equation 5.4 can be written in matrix form as given below, 

𝑊𝑆 = 𝐵. (5.5) 

Solving for 𝑊 using the Moore-Penrose pseudo inverse method [11], we get, 

𝑊 = (𝑆𝑇𝑆 + 𝜆𝐼)−1𝑆𝑇𝐵, (5.5) 

where 𝜆 is the regularization constant (fixed at 1 ×  10−5). After optimization of 𝑊 using the training set 

of input bits 𝐵 and output envelope 𝑆, the weight matrix 𝑊 and the testing output envelope 𝑆′ are used to 

predict the testing set of input bits denoted by 𝐵′, 

𝐵′ = 𝑊𝑆′. (5.6) 

The quality of prediction is quantified by the correlation coefficient 𝐶(𝑑) defined as, 

𝐶(𝑑) =
cov[(𝐵𝑟𝑒𝑝

′ , 𝐵′)]
2

var(𝐵𝑟𝑒𝑝
′ ), var(𝐵′)

. (5.7) 

with the functions cov andvar indicating the covariance and variance of the associated quantities. Memory 

capacity MC is defined as the sum of 𝐶2(𝑑) over all range of delays 𝑑, given by, 
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𝑀𝐶 = ∑ [𝐶2(𝑑)]

𝑑𝑚𝑎𝑥

𝑑=1

. (5.8) 

Figure 5.5a shows the target and predicted data for the first few testing input bits. We see that, as 

the delay 𝑑 increases, the difference between the target and predicted data also increases. This indicates 

that, as we move further back in the past, the SHO output retains lesser information regarding the input. 

We calculate MC for different values of 𝑡𝑝𝑤 and 𝐼. The MC values obtained for the various combinations 

of 𝑡𝑝𝑤 and 𝐼 are depicted as a color map in Fig. 5.5b. As shown in Fig. 5.5b, when 𝑡𝑝𝑤 is fixed and 𝐼 is 

increased, we observe a difference in the magnetization dynamics that contributes to the MC. For lower 

values of 𝐼, all output oscillations remain in the transient state and hence corresponding MC values are also 

low. As 𝐼 is increased, limit cycle oscillations too start to contribute for inputs of continuous input bit 1 

pulses. At sufficiently high 𝐼, all output oscillations are limit cycle oscillations and hence the maximum 

possible value of MC is obtained. A similar trend is seen for a fixed 𝐼 and increase in 𝑡𝑝𝑤. MC is found to 

saturate in the range of 4.5 to 5.0. Any further increase in 𝐼 or 𝑡𝑝𝑤 does not increase MC. The reason for 

the saturation of MC in this range is due to the dynamics approaching the limit cycle of oscillations for all 

pulses. The input parameters at which limit cycle oscillations are reached are determined by the inherent 

time scales of the oscillations and their relaxation for the SHO, which is of the order of few ns. 

The highest value of MC = 5.0 is found for 𝐼 = 5.5 mA and 𝑡𝑝𝑤 = 4 ns. For higher values of I or 

𝑡𝑝𝑤 , the MC is found to be lower. We can infer that when more out of plane limit cycle oscillations 

contribute to the output of the SHO reservoir, there is a decrease in the memory of the reservoir. This 

decrease in MC can be attributed to the magnetization precessing about an axis different from the in plane 

easy axis of the ferromagnet. Higher values of MC are seen when the oscillation dynamics includes transient 

state oscillations and in plane limit cycle oscillations. 

 

5.2.2. Parity Check 
Parity check (PC) is a crucial metric in Reservoir Computing (RC) that demands both fading 

memory and nonlinearity. It determines the target for each time step by assessing the parity of the sum of 

consecutive inputs up to a certain past delay. In the context of PC within RC, the target function alters from 

𝑢(𝑘 − 𝑑), thereby modifying Eqn. 5.4 as shown below: 

∑ 𝑤𝑑,𝑖𝑆𝑘,𝑖

𝑁+1

𝑖=1

= [∑ 𝑢(𝑘 − 𝑗)](mod 2)

𝑑−2

𝑗−𝑑

(5.9) 

All other calculations remain same as that for MC. We compare the predicted output 𝐵𝑟𝑒𝑝
′  with the 

theoretical output 𝐵′, in terms of the Normalized Mean Square Error (NMSE), given by, 
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𝑁𝑀𝑆𝐸 =
∑ (𝐵𝑟𝑒𝑝

′ − 𝐵′)
2

𝑖

∑ (𝐵𝑖
′)

2
𝑖

. (5.10) 

The color map in Fig. 5.6 gives the NMSE of the three-bit parity task for various combinations of 

𝑡𝑝𝑤 and 𝐼. We observe similar trends as observed for MC. When fixing 𝑡𝑝𝑤 and increasing 𝐼, and vice-

versa, the NMSE is found to decrease.  From Fig. 5.5(b) and Fig.5.6, we see that the least NMSE in three-

bit PC is found in the same region which corresponds to highest MC. Thus, the high MC possessed by the 

reservoir is found to improve its performance in the three-bit parity task. 

 
Fig. 5.5 a Target and predicted inputs of the memory capacity task, for the first 25 bits out of the 420 bits 

of training data (𝑁=10, regularisation constant λ=1e-5, 𝐼 = 5.5 mA, 𝑡𝑝𝑤=1 ns). b. Color map showing the 

memory capacity as a function of input amplitude 𝐼 and pulse width 𝑡𝑝𝑤  [7]. 
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Fig. 5.6 Color map showing the NMSE of the three-bit parity task [7]. 

 

5.3. Prediction capability - Nonlinear Auto Regressive Moving Average Task  
The Nonlinear Auto Regressive Moving Average task (NARMA) is a significant benchmark in the 

realm of time-series prediction and dynamic system modelling [12]. In this study, we tackled the NARMA2 

task, indicating a task order of 2. In simpler terms, NARMA2 entails predicting a time-series by considering 

not only the current input but also the previous two time steps. This task poses a considerable challenge due 

to its inherent nonlinearities, memory requirements, and complex dependencies on past inputs. Additionally, 

it necessitates modelling intricate temporal dependencies where accurate predictions rely on capturing how 

past inputs influence present and future outputs. 

In the NARMA2 task, we assume a nonlinear dynamical system generating an output, 𝑦𝑘, based on 

a second-order nonlinear function as expressed as, 

𝑦𝑘 = 0.4𝑦𝑘−1 + 0.4𝑦𝑘−1𝑦𝑘−2 + 0.6𝑢𝑘
3 + 0.1 (5.11) 

where 𝑢𝑘 is the corresponding input in the range [0, 0.5]. Thus, the output at any particular time depends 

on the corresponding input as well as the two previous outputs. For a reservoir to successfully replicate the 

second order nonlinear dynamical output given above in Eqn. 5.11, it needs to have sufficient memory to 

retain information at least up to the two previous outputs. The same 1270 bits used in the MC and PC tasks 

are fed as input to the SHO. We train our SHO reservoir to map the above function in in Eqn. 5.10, and 

evaluate the accuracy of the predicted output with respect to the theoretical output 𝑃𝑘, again in terms of the 

NMSE, given by, 

𝑁𝑀𝑆𝐸 =
∑ (𝑦𝑖 − 𝑃𝑖)2

𝑖

∑ 𝑦𝑖
2

𝑖

. (5.11) 
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Fig. 5.7 Color map showing the NMSE of the NARMA2 task [7]. 

Fig. 5.8 a. Theoretical and predicted outputs of the NARMA2 task for 𝐼 = 3.5 mA, 𝑡𝑝𝑤 = 1 ns and b 𝐼 = 

5.5 mA, 𝑡𝑝𝑤 = 1 ns [7].  
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With increasing 𝐼, there is better agreement between theoretical and predicted outputs seen by the decrease 

in NMSE value. NMSE for the NARMA2 task as a function of 𝐼 and 𝑡𝑝𝑤 are shown in the Fig. 5.7. The 

theoretical and predicted outputs for the NARMA2 task, with 𝑡𝑝𝑤 = 1 ns, 𝐼 = 3.5 mA and 𝑡𝑝𝑤 = 1 ns, 𝐼 = 

5.5 mA are shown in Fig. 5.8a and Fig. 5.8b, respectively. For a fixed value of 𝐼, as 𝑡𝑝𝑤 increases, the 

NMSE decreases. When 𝑡𝑝𝑤 is fixed, and 𝐼 increased, again a decrease in NMSE is seen. Correlating the 

different color maps from Figs. 5.5b, 5.6 and 5.7, we can infer that the decrease in NMSE of the NARMA2 

task is due to the increase in the memory capacity of the SHO reservoir. As discussed previously, this 

increased MC corresponds to magnetization dynamics which includes both transient and in plane limit cycle 

oscillations, but not to out of plane limit cycle oscillations which decreases MC value. Thus, we are able to 

confirm that by enhancing its memory capacity, our SHO reservoir is able to improve its performance in 

the time series prediction task. 

 

5.4. Summary 
This numerical investigation shed light into the impact of a single Spin Hall Oscillator's (SHO) 

magnetization dynamics on its information processing capacity when employed within a reservoir 

computing framework. By actively controlling input parameters such as input current pulse amplitude and 

pulse width, the study revealed a substantial improvement in memory capacity (MC). The MC eventually 

reached saturation within the range of 4.5 to 5.0, a phenomenon linked to the transition of magnetic 

oscillations from transient dynamics to in-plane limit cycle oscillations. Notably, oscillations associated 

with out-of-plane limit cycles led to a reduction in MC with increased current pulse amplitude or pulse 

width. Furthermore, practical Reservoir Computing tasks, including three-bit parity checks and Nonlinear 

Auto Regressive Moving Average (NARMA2) tasks, were evaluated. The results underscored that the input 

parameters corresponding to higher MC also yielded lower errors in these tasks, affirming the critical 

relationship between MC and task performance. 
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Chapter 6 

 

Enhancing information processing capability of SHOs – magnetic 

dipolar coupling approach 

 

In this chapter, we explore the dipolar coupling of spin Hall oscillators for enhancing the 

information processing for reservoir computing. We investigate the effect of inter-distance between the 

SHOs in array structure. 

6.1. Dipolar coupled spin Hall oscillator arrays 

Spin Hall oscillators (SHOs) are inherently nonlinear oscillators, and their nonlinearity can be 

further amplified by coupling them together. Coupled spintronics oscillators find a wide range of 

applications, including boosting oscillator output power, logic devices, and neuromorphic computing. The 

coupling between SHOs can be established through various methods such as electrical coupling, spinwave 

coupling, and magnetic dipolar coupling [1]–[4]. Magnetic dipolar coupling naturally occurs when an array 

of Spin Torque Oscillators (STOs) is closely integrated. In this setup, individual STOs can interact through 

synchronized oscillations, either through phase or frequency coupling. One significant advantage of dipolar 

coupling is that it's an intrinsic property dependent on the distance between two oscillators, eliminating the 

need for additional external sources to facilitate synchronization. 

Furthermore, the dynamics of magnetization with synchronization, including phase-locking, can be 

controlled and adjusted using external parameters like applied magnetic fields and electrical currents. 

Recent experiments in coupled spintronic oscillator design have demonstrated their high efficiency 

compared to conventional echo-state networks (ESN) in reservoir computing tasks [5]. This showcases their 

potential and practicality, particularly in edge computing scenarios. 

6.1.1. Simulation model 

In order to understand the nature of various oscillatory dynamics of the dipolar coupled SHOs 

(dSHO) with the influence of the separation distance, i.e., gap between each oscillator (𝑔), and the number 

of oscillators, we utilized mumax3 simulation framework [6]. Mumax3 offers the advantage of recording 

the magnetization dynamics of individual oscillators alongside the coupled dynamics. A model dSHO array 

of 𝑁 × 𝑁 SHO (𝑁 = 2) is depicted in Fig. 6.1. The square dimension of each oscillator is 40 × 40 nm2  
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and a thickness of 1 nm.  We selected this size to ensure coherent and uniform magnetization oscillation 

across the structure. The magnetic layer is NiFe, consistent with previous sections, and the simulation 

parameters are detailed in Table 1 of Chapter 4. The Landau-Lifshitz-Gilbert equation is solved including 

the spin torque term modified for SOT conditions. Inputs are treated as charge current densities 𝑗𝑐 with step 

pulse of 1 ns and the applied field is oriented at 𝜙 = 45° with a strength of 𝜇0𝐻𝑒𝑥𝑡 = 10 mT. It's important 

to note that this applied field is lower than in previous simulations and analysis. For NiFe, a strong magnetic 

field would align all the SHOs in the same direction, causing them to oscillate uniformly without 

interactions. Therefore, a smaller field was chosen for the subsequent simulations. For the computational 

tasks, we utilized the collective magnetization dynamics incorporating all SHO’s output. 

 

Fig. 6.1 Simulation model of dipolar coupled SHO array. 

 

6.2. Effect of oscillator array size and impact of memory capacity 

Figures 6.2a and 6.2b visually represent the magnetization states of the SHOs during pulse 

excitation, providing a clear illustration of the nonlinear interactions among these oscillators. These 

interactions become prominent when the oscillation trajectories reach larger angles, allowing them to 

influence each other. In our pursuit of evaluating memory capacity (MC), we follow the same procedure 

outlined in Chapter 5, using 1270 bits and conducting the same training and testing processes. Figure 6.3 

presents a color map depicting MC as a function of 𝑗𝑐 (current density) for various array structures indicated 

by the number of SHOs. Different regions with varying MC values are labeled as "a," "b," "c," and "d." 

We'll focus into these regions and their oscillatory characteristics further in Fig. 6.4. 
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Fig. 6.2 Nonlinear dipolar interaction among SHOs during pulse excitation for a 4 × 4, b 5 × 5, c 8 × 8. 

 

Fig. 6.3 Color map of memory capacity for various array structures with varying number of SHOs. The 

regions with different MC are marked with letters a, b, c, d from least to higher MC values 

 

Now, focusing on Fig 6.3, the region labeled "a" represents the lowest MC, measuring at 3.83. This 

corresponds to a 2×2 array with 𝑗𝑐 = 2.0 × 1012 A/m². Region "b" consists of a 2×1 structure with a slightly 

higher MC of 4.41 under the same 𝑗𝑐  conditions. To gain insight into this behavior, we examine the 

magnetization dynamics, as shown in Figs. 6.4a and 6.4b for 2×2 and 2×1 array, respectively. Given that 

we derive the reservoir states from the 𝑚𝑥 components of the inputs, we can identify the reason for the 

reduced MC in the case of the 2×2 structure. Analyzing the dynamics during three consecutive bit-1 pulses 

between 85 ns to 90 ns in Fig 6.4a, we notice that each bit-1 exhibits inconsistent dynamics. This suggests 

an unstable limit cycle oscillation that doesn't repeat its dynamics. In contrast, the 2×1 configuration 

displayed in Fig 6.4b exhibits repetitive dynamics (Echo state) for each bit-1 within the same time frame 



 

91 
 

of 85 to 90 ns. To gain deeper insights, we observe the oscillation trajectories illustrated in Fig. 6.5a and 

6.5b. The 2×2 array in Fig 6.5a demonstrates non-repetitive dynamics, whereas the 2×1 array, after the 

initial transition, exhibits a steady-state trajectory, as depicted in Fig 6.5b. Similarly, exploring regions "c" 

(3×3 structure) and "d" (4×4 structure) reveals higher MC values of 5.11 and 5.73, respectively. As we 

observe the magnetization dynamics shown in Figs 6.4c and 6.4d for 3×3 and 4×4 structures (𝑗𝑐 = 4.0 ×

1012 A/m²), respectively, we can establish a correlation between increased MC and the magnetization 

dynamics. 

 

Fig. 6.4 a-d Magnetization dynamics of selected range of time frame for the regions a, b, c, d marked in 

the Fig. 6.3. 

 

Fig. 6.5 a Oscillation trajectory of 2 × 2 array structure for continuous pulses. b Oscillation trajectory of 

2 × 1 array structure for continuous pulses. 
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6.2.1. Enhancement of Memory capacity 

To explore deeper into this correlation, we conducted an analysis of the correlation coefficient plots, 

denoted as 𝐶2 (𝑑), as a function of delay, represented by 'd'. In Figure 6.6a, you can observe these 𝐶2(𝑑) 

plots for the four regions, which correspond to reservoir nodes equal to 10, mirroring the scenario of a 

single SHO as discussed in Chapter 5. In region "a" (represented by purple circles), we notice random 

fluctuations in 𝐶2 (𝑑) values across different delays. This pattern aligns with our earlier observations of 

time-dependent magnetization dynamics, which displayed non-repetitive behavior. These findings suggest 

that the effects of previous inputs persist within the current reservoir states, contributing to the heightened 

interaction among SHOs. However, it's worth noting that when we convert magnetization dynamics into 

reservoir states, we suspect that not all intricate and complex dynamics are fully captured due to the limited 

number of nodes employed in the calculation. 

In typical experimental settings, the determination of virtual nodes is guided by factors such as the 

relaxation times of the dynamical systems or the limitations of the measurement instrument's sampling rate. 

As the number of nodes increases, so does the dimensionality of the output when transforming input data. 

Nevertheless, considering our focus on practical applications for memory-constrained devices, and the self-

imposed constraints introduced in Chapter 1, we have deliberately set limitations on both training data and 

virtual nodes. In this context, we doubled the number of nodes from 10 to 20 and recalculated the memory 

capacity (MC). As expected, the nonlinearities inherent in the SHO array's oscillation dynamics become 

incorporated into the reservoir nodes, resulting in an enhancement of MC. Figure 6.6b presents the 𝐶2 (𝑑) 

values for the same four regions, now with 20 nodes. It's evident that the 𝐶2 (𝑑) values for all regions 

exceed 0.5, indicating a significant influence of previous inputs up to a delay of 10. This suggests that the 

increase in the number of nodes provides a more comprehensive representation of the system dynamics, 

capturing a more extended history of input information. An array of 4 × 4 SHOs provided a maximum of 

MC = 8.2 at a 𝐽𝑐 = 4.0 × 1012 A/m² which is the region “d” 

 

6.3. Effect of inter-distance and memory capacity  

Our primary objective revolves around enhancing memory capacity (MC) while working within the 

constraints of limited number of Spin Hall Oscillators (SHOs). To achieve this, we embarked on a 

comprehensive exploration, focusing on the simplest 2×1 array structure, which had previously exhibited 

the lowest MC. Within this framework, we manipulated the inter-distance (Gap) between SHOs, varying it 

from 10 to a maximum of 80 nm. This allowed us to get insights into the dynamics and MC, utilizing 20 

nodes as reservoir states. As in our previous investigations, we classified MC into four distinct regions, 
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namely, “a,” “b,” “c,” and “d,” representing the hierarchy from the lowest to the highest MC values. Figure 

6.7 vividly illustrates these regions on a color map, revealing the complex phenomena of MC. Notably, we 

uncovered that the maximum MC, reaching an impressive 8.2, is confined to a narrow range of input current 

density (𝐽𝑐) when Gap equals 10 nm. Conversely, the minimum MC of 6.1 occurs within the same 𝐽𝑐 range 

but with a Gap of 80 nm. 

 

 

Fig. 6.6 a Square of correlation coefficients 𝐶2(𝑑) for delays up to 10 for the regions “a”, “b”, “c”, “d” 

regions in the Fig. 6.3 calculated with 10 reservoir nodes b calculated with 20 nodes. 
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Fig. 6.7 Color map of memory capacity for various inter-distance (Gap) for a 2 × 1 array structure. The 

regions with different MC are marked with letters a, b, c, d from least to higher MC values. 

  

 

 

Fig. 6.8 a-d Oscillation trajectory of 2 × 1 array structure for continuous pulses for the regions marked in 

Fig 6.7. 



 

95 
 

To deepen our understanding, we turned our attention to the magnetization dynamics, offering 

valuable insights into the MC variations. Figures 6.8a to 6.8b showcase the oscillation trajectories of the 

four regions. Notably, when we closely examine regions “a” and “d” alongside their respective counterparts 

in Figures 6.7a and 6.7d, we observe that although the oscillations are steady-state, the MC still varies. 

However, in the case of Figure 6.7a, we can discern that steady-state oscillations aren't consistently 

available for all input pulses. Despite the modest 2-unit difference in MC, the complexity of the collective 

SHO behavior propels it beyond the MC of a single oscillator (MC = 5, as previously observed in Chapter 

5). From this observation, we can conclude that SHOs present themselves as strong candidates for hardware 

implementations of reservoir computing, even with minimal resources. Remarkably, the dynamics of SHOs 

can be adeptly controlled through input parameters and intrinsic dipolar coupling, achieved through the 

selective design of device structures. 

6.4. Summary 

In summary, our exploration has illuminated the information processing capabilities of SHOs, with 

two SHOs significantly increasing the complexity of magnetization dynamics. These findings align with 

the broader context of reservoir computing, shedding light on the potential of SHOs as efficient and 

adaptable hardware components for advanced computing tasks. 
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Summary and Conclusion 

Our study commenced with an in-depth comparison between SHOs and a perceptron layer, 

elucidating the profound advantages of SHOs in streamlining computations. The SHO's ability to perform 

nonlinear input transformations and adapt its weights internally emerged as a focal point. The SHO's 

capacity to carry out nonlinear input transformations and internal modification of its weights as a single 

self-computing unit that are central to the success of SHO-based classification systems. This innate ability 

proved crucial for data-driven tasks and provided feature extraction capabilities, which are essential to the 

effectiveness of SHO-based classification systems. It was demonstrated that a single spin Hall oscillator 

can classify sixteen distinct binary 4-bit patterns (0000 to 1111) in real time. By adjusting an input digit 

pulse pattern, it was possible to control and tune the intrinsic magnetization oscillations of the spin Hall 

oscillator. A linear training network and simplified output layer computations were used to test the sample's 

performance using the standard MNIST handwritten digit data set classification, which resulted in an 

accuracy of 83 %. 

In a reservoir computing framework, a significant portion of our research was devoted to examining 

how the magnetization dynamics of a single SHO affects its information processing capability. We 

discovered a significant improvement in memory capacity (MC) through meticulous numerical analysis 

and active control of input parameters. The MC eventually reached a saturation point between 4 and for a 

single SHO. The change in magnetic oscillations from transient dynamics to in-plane limit cycle oscillations 

was closely related to this phenomenon. Intriguingly, the presence of out-of-plane limit cycle oscillations 

resulted in a decrease in MC with increased current pulse amplitude or pulse width. Nonlinear Auto 

Regressive Moving Average (NARMA2) tasks and three-bit parity checks were two practical Reservoir 

Computing tasks that underwent scrutiny. The findings highlighted the critical connection between MC and 

task performance, with input parameters corresponding to higher MC producing fewer errors in these tasks. 

Even with a simple setup of only two SHOs, our investigation advanced to include the exceptional 

information processing abilities of SHOs. We highlighted the emergence of complex magnetization 

dynamics and their association to the information processing capabilities. This finding highlighted SHOs' 

flexibility and potential as effective hardware elements for high-end computing tasks in memory constraint 

devices. SHOs demonstrated their skill in tasks that go beyond traditional computing paradigms as 

magnetization dynamics became more complex. 



 

 
 

In summary, this research not only highlights the capabilities of SHOs but also paves the way for 

their integration into mainstream computing, promising transformative advancements in the field of 

information processing and machine learning.  
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