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Hybrid fault simulation with compiled and event-driven methods

Kenjiro Taniguchi, Hideo Fujii, Seiji Kajihara, and Xiaoqing Wen
Department of Computer Science and Electronics
Kyushu Institute of Technology
680-4 Kawazu, lizuka 820-8502 Japan
{taniguchi, fujii, kajihara, wen)@aries30.cse.kyutech.ac.jp

1. Introduction :

Fault simulation for a logic circuit, that calculates the
behavior of a faulty circuit for given test patterns, plays an
important role in VLSI design processes [1,2]. The
objectives of fault simulation is fault grading, test pattern
generation, or fault diagnosis. Run time of fault simulation
increases with the circuit size and the number of test
pattems. While the reduction of test costs is a critical issue
for logic circuit testing, it is required to develop a hi-speed
fault simulator.

There are some methods to accelerate fault simulation.
Parallel fault simulation is a“simple and well-known
method that assigns one test pattern or one faulty circuit to
each bit of a word. If one word of a machine is 32 bits, 32
pattems or 32 faulty circuits are simulated in parallel.
Concurrent fault simulation [3] and deductive fault
simulation [4] are the other acceleration methods. These
methods calculate faults detectable at each line of the
circuit and propagate the faults to outputs of the circuits.

Since the procedure of fault simulation consists of
fault injection and logic simulation, keys for acceleration
of fault simulation are shown as follows:

(1) To employ a fast logic simulation method.

(2) To avoid waste simulation such that faulty behavior is

the same as the fault-free behavior.

As a fast logic simulation method, compiled simulation is
well-known, which predetermines the order of lines to be
" evaluated and implements it in the assembly program.
In fault simulation, however, it is difficult to use compiled
simulation efficiently, because we don’t have to compute
the circuit behavior if a faulty circuit behaves the
fault-free circuit.
adequate for fault simulation because only difference
between the fault-free circuit and faulty circuits can be
simulated. ‘

In this paper, we propose a method to speed-up fault
simulation. The proposed method takes a hybrid approach
with compiled simulation and event-driven simulation.
Compiled simulation is applied for fan-out free regions
(FFRs). FFRs to be simulated are selected with the
event-driven manner. Since the event-driven simulation
contributes to avoidance of waste simulation and the
compiled simulation contributes to reduction of memory
access, the proposed method can reduce the simulation
time effectively. Note that this work targets on
combinational circuits or a full-scan sequential circuit, and

0-7803-9726-6/06/$20.00 ©2008 JEEE

Event-driven simulation is more.

the single stuck-at fault model is assumed. Experimental
results for benchmark circuits show that the proposed
method could reduce runtime in half compared with
concurrent (event-driven) fault simulation.

This paper is organized as follows. In Section 2, we
define an FFR, and show the overview of the proposed
simulation method. In Section 3, we give the proposed
fault simulation method. In Section 4 we show
experimental results and in Section 5 we conclude this
paper.

2, Preliminary

2.1 FFR (Fanout Free Region)

At first, we define an FFR (Fanout Free Region). FFR
is a subcircuit in which every gate has only one output. An
input of an FFR is a primary input or a fanout branch, and
an output of an FFR is a primary output or a fanout stem.
An example is given in Fig. 1. A circuit in Fig. 1(a).
consists of two FFRs as shown in Fig. 1(b).
Suppose that two faults fa and /b exist in a same FFR. If
the effects of fa and fb are propagated to the output of the
FFR, we can treat two faults as one fault on the output of
the FFR. Therefore, simulation of each fault can be
divided into two parts: one is from the fault site to the
output of its FFR, and another is from the FFR output to
primary outputs,

=

(b
Fig. 1: Example of FFRs

(a)

2.2 Overview of the proposed simulation
method ‘

In this work we employ event-driven simulation,
compiled simulation and parallel simulation. In fault
simulation, critical path tracing is also used to check the

" possibility of fault propagation from a fault site to its FFR

output. Faults are explicitly injected only at outputs of

20
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FFRs which are a fanout stem or a primary output. When
a fault is injected at a fanout stem, the fault-free value of
the fanout stem is inverted. It means that an event appears
at fanout branches from the fanout stem. Once an event
appears at an input of an FFR, a logic value of the output
‘ol the FFR is calculated with compiled fault simulation. If
the logic value of the FFR output is different from the
fault-free value, it is treated as a new event. But if the
logic value of the FFR output is the same as the fault-free
value, no event is created. This process is repeated as long
as any event exists at a fanout. -

3. Details of the proposed method

3.1 Compiled Simulation

Primary inputs or fanout brances are input lines of
FFRs, and primary outputs or fanout-stems are output
lines of FFRs. The other lines are internal lines of FFRs.
To achieve the speed-up of fault simulation, compiled
simulation are applied inside FFRs. To realize this, we
make logical formula for each FFR as one function, For
example, we consider an FFR of Fig. 2. The input lines of
the FFR are a, b and ¢. The output line of the FFR is e.
Using un-compiled simulation, the value of line d is
derived after accessing a fanin list of the AND gate and
then the value of line d is calculated from the values of
line @ and line 4. And the value of line e is derived from
the values of line d and line ¢ after accessing a fanin list of
the OR gate.

On the other hand, in the compiled method a function
(or a subprogram), where expression e=(aAb)Ve is
described, is prepared for the value of line e. It means that
we don’t have to access the fanin lists of the AND gate
and the OR gate to calculate a value of line ¢ during
simulation. Hence the simulation speed goes up.

Fig. 2: Example of an FFR

A disadvantage of compiled simulation for fault
simulation was that fault injection is difficult. In the above
example in Fig. 2, fault injection to line d is impossible
because a value of line d is calculated in the
predetermined function. Since the proposed method
injects faults at outputs of FFRs, such a problem can be
avoided. ’

12

3.2 Function for calculating an FFR value

We explain a method of creating a function from a
FFR. The basic rules are described in the. following.
e  Scan all lines of the FFR from the output to inputs
with a depth-first manner.
When we meet an input of a gate first, we output “(*.
When we go back to another input of the gate, we
output the symbol of the gate(e.g. A,V).
When we go back to the output of the gate, we
output “Y.

[ ]
L J

We give an example for the FFR in Fig.2 as follows.

1.  Start from line e and output the output line”e=".

2, Gotoinput line d of OR gate and output “(“.

3.  Go to input line a of AND gate and output “(“.

4. Output"a”. _

5. Go to another input line b of the AND gate and

output the symbol “A™.

6. Output "b".

7. Goback to output line d of the AND gate, and output
u)u. .

8.  Go to another input line ¢ of the OR gate, and output
the symbol “V™.

9. Output "c”.

10. Go back to output line e of the OR gate, and output
“)“.

As a result, we can derive the function “e=(( aAb)Ve)".

3.3 Fault simulation

Creating a function of each FFR is donc at a
preprocessing phase. A fault list is created at the
preprocessing phase too. The main phase of fault
simulation is given in the following.
1. Logic simulation for a given test pattem is performed
to calculate fault-free values of each line.
If there is a fault in a FFR which can be sensitized
and propagate to the output of the FFR, set an event
to the output of the FFR. If not, stop this procedure.
Note that when more than one FFR has an event,
choose one that is the closest to primary inputs.
If an event exists at a primary output, mark the fault
as “detected”, and remove the event. If an event exists
at a fanout stem, then call a function of the FFRs
which include a fanout branch of the fanout stem and
calculate the output value of the FFRs.
If the output value is different from the fault-free
value, set a new event to the output of the FFR.
Retum to 2. .
We illustrate the overall procedure of fault simulation
in Fig. 3.

2,

4,
5.

24



fault simuation

convert FFR

»|propagah offect offaunl

Fig. 3: Procedure of fault simulation

4, Experimental results

We tmplemented the proposed method using C
progranming language on a PC (OS: FreeBSD 4.11
Release, CPU: Pentium4 530) (3.0GHz), memory:
512MB), and applied to combinational parts of ITC'99
benchmark circuits. We first made an experiment of logic
simulation by the proposed method and a traditional
method that calculate logic values by accessing the net list
for each gate. About input vectors, we used 10,000
random pattems. We show experimental results in Tablel.
The first three columns in Tablel show the circuit name,
the number of lines and the number of gates. The
following two columns show CPU time in seconds, about
the proposed method and the traditional method. The last
two columns show the reduction time and the percentage
of reduction by the proposed method. By introducing
compiled simulation, the run time of logic simulation was
reduced to a few percents of the traditional method.

We also give experimental results of fault simulation
by the proposed method and the traditional method. The
method of fault simulation is based on PPSFP (parallel
pattern single fault propagation). About input vectors, we
used 1,000 random patterns. And during fault simulation,
no fault dropping was done, we show results in Table2.
The first three columns in Table2 show the circuit name,
the number of lines and the number of gates. The
following two columns show CPU time in seconds, about
the proposed method and the traditional method. The last
two columns show the reduction time and the percentage
of reduction by the proposed method.

5. Conclusion

We proposed a speed-up method of fault simulation
based on a compiled approach and an event-driven
approach. Though it had been difficult for fault simulation
to use the compiled approach, the proposed method
allowed it by partitioning the functions of compiled codes
into FFRs. Experimental results for ITC’99 benchmark
circuits showed that fault simulation time was reduced in
half compared with a traditional PPSFP method. Now this
fault simulation can be applied only for combinational
circuits. So we are extending this fault simulation to one
for sequential circuits,

References

(1] M. Abramovici, M. A. Breuer, A. D. Friedman, Digital
Systems Testing and Testable Design, Piscataway, New
Jersey: IEEE Press, 1990. ]

[2] M. L. Bushnell, and V. D. Agrawal, Essentials of
Electronic Testing for Digital, Memory & Mixed-Signal
FLSI Cireuits, Kluwer Academic Publishers, 2000.

(3] E. G. Ulrich, T. Baker, “The concurrent simulation of
nearly identical digital networks,” Proc. of Design
Automation Workshop, vol. 6, pp. 145-150, 1973,

[4] D.B. Amstrong, “A deductive method for simulating
faults in logic circuits,” JEEE Trans. on Computer, vol.
C-21, No. 5, pp. 464-471, 1972,

242

13



Table1: Results of logic simulation

circuit information simulation time evaluation
circuits | # of lines | # of gates | traditional | proposed | reduction time | %
b04s 1373 512 0.27 0.06 0.21 77.78
b07s 1015 362 0.21 0.04 0.17 80.95
blls 1190 437 0.23 0.03 0.20 86.96
bl12 2517 904 - 0.52 0.08 0.44 84.62
blds 11645 4444 10.84 0.26 10.58 97.60
bl5s 21804 8338 22.54 0.45 22.09 98.00
bl7s 60253 22645 69.41 1.31 68.10 98.11
b20s 23045 8875 24.14 0.52 23.62 97.85
blls 24053 9259 2548 0.53 24.95 97.92
b22s 36707 14282 40.95 0.78 40.17 98.10

Table2: Results of parallel pattern simulation

circuit information simulation time evaluation
circuits | # of lines | # of gates | traditional | proposed | reduction time %
b04s 1373 512 1.79 1.12 0.67 37.43
b07s 1015 362 1.38 0.96 0.42 30.43
blis 1190 437 2.60 1.57 1.03 39.62
bl2 2517 904 2.60 1.73 0.87 33.46
bl4s 11645 4444 132.30 58.59 73.71 55.71
bl5s 21804 8338 253.86 103.19 150.67 59.35
bl7s 60253 22645 761.21 338.96 422.25 55.47
|__b20s 23045 8875 _286.36 137.02 14934 15215 |
b2ls 24053 9259 318.04 156.67 161.37 50.74
b22s 36707 14282 489.14 231.27 257.87 52.72
3
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3. REETRAMIR

BT DSoC (System-on-Chip) IXRIMEIE TH- THERDOI/Iny 7 KA U 2FT
HZENEL, BT A MNWEDOERTHEDIZIE, IXTOZ vy RAL L OFDE
., BXQ, 70y 7 AL UVBIOBBEICH LT, EERET X M ETRILERD D,
DY), Ay NCRBERES T A MR & BRI T 2R KD
LT3,
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Abstract
The quality of at-speed testing is being severely challenged
by the problem that an inter-clock logic block existing
between two synchronous clocks is not efficiently tested or
totally ignored due to complex test control. This paper
addresses the problem with a novel inter-clock at-speed test
control scheme, featuring a compact and robust on-chip
inter-clock enable generator design. The new scheme can
generate inter-clock at-speed test clocks from PLLs, and is
feasible for both ATE-based scan testing and logic BIST.
Successful applications to industrial circuits have proven
its effectiveness in improving the quality of at-speed testing.

1. Introduction

As process features shrink into the deep submicron (DSM)
range and circuit speeds accelerate into the GHz domain,
timing-related physical defects (often modeled as transition
or path delay faults) are rapidly becoming the dominant
cause of failing integrated circuits [1]. Nowadays it is
mandatory to conduct af-speed testing in order to screen
out chips that cannot operate at rated frequencies [2].

Different from conventional slow-speed structural testing,
at-speed testing presents many new challenges to the test
community, in terms of test data volume, test application
cost, test quality, and test control. These issues, if not
properly addressed, will make it impossible to achieve
effective and efficient at-speed testing, as described bellow:

Test Data Volume: This issue is mainly because two test
vectors are needed to detect one delay fault in at-speed
testing. In addition, more stringent constraints need to be
followed in at-speed test vector generation. These factors
make it difficult to detect many delay faults with a single
pair of test vectors, resulting in larger test data volume.
Recently, various test compaction and compression
techniques have been proposed to address this issue [3-6].

Test Application Cost: This issue can be very significant
in at-speed testing if not properly handled. The major
reason is the need for using functional clock frequencies to
capture test responses during at-speed testing. As more and
more circuits, including even low-price consumer chips, are
designed to run at high frequencies, the conventional
approach of using high-speed automatic test equipment
(ATE) for at-speed testing is not sustainable from the test
cost point of view. A more practical test application
approach is to use on-chip clock sources for at-speed
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testing, in one of two forms. In the partial form, high-speed
test clocks, e.g. capture clocks in scan testing, are provided
from modified on-chip phase-locked loops (PLLs), while
low-speed test clocks, e.g. shift clocks in scan testing, are
provided from an external ATE [7]. In the complete form,
all test clocks are provided internally from an on-chip test
controller, as in logic built-in self-test (BIST) [8].

Test Quality: This is a critical issue that needs special
attention. The fact is that the quality of at-speed testing
cannot be measured by merely relying on one simple
parameter, usually fault coverage, as often used in
conventional slow-speed testing [9]. This is mainly due to
three reasons: (1) The transition delay fault model has weak
correlation with distributed small-delay defects. As a result,
test vectors generated by conventional transition delay test
generation methods often fail to detect small-delay defects.
(2) The path delay fault model can better reflect the effect
of defective delay increase in a circuit. However, this fault
model suffers from severe challenges in terms of path
selection quality and test generation -efficiency. (3)
Accurate evaluation of a delay test set is difficult,
especially in the presence of noise and process variation.
Recently, improving the quality of at-speed testing has been
the focus of many studies [10-14].

Test Control: Test control, whose purpose is to issue all
necessary test signals, such as clocks and scan enables, is
another critical issue in at-speed testing. At-speed test
control significantly differs from conventional slow-speed
test control for the following reasons: (1) At-speed test
control requires more complex waveforms than slow-speed
testing. This is because, in order to conduct at-speed testing,
a value transition for activating a delay fault should be
launched at the start-point of a path and its response should
be captured at the end-point at the rated clock speed, which
can be very fast. (2) Timing relations among inter-
dependent test control signals should be strictly followed,
especially for a multi-clock circuit. As a result, many
previous at-speed test control schemes, though logically
sound, are not feasible for physical implementation because
of high complexity, use of many timing-critical signals, or
costly circuit modification for handling clock skews [15,
16]. Although there are some easy-to-implement test
control schemes, they can only provide test control for
intra-clock logic blocks, while totally ignoring inter-clock
logic blocks [17-19]. Obviously, this results in incomplete
at-speed testing, which significantly lowers test quality.
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Generally, the combinational portion of a clock domain in a
multi-clock circuit consists of two types of logic blocks: An
intra-clock logic block is surrounded by flip-flops (FFs)
driven by the same clock, while an inter-clock logic block
exists between FFs driven by two different but synchronous
clocks. Growing circuit sizes, shrinking process features,
and accelerating circuit speeds are all making inter-clock
logic blocks more and more significant. Obviously,
ignoring inter-clock logic blocks in at-speed testing
presents a tremendous risk for chip quality, which is not
acceptable. Therefore, there is a strong and urgent need to
establish an easy-to-implement test control scheme for
inter-clock at-speed testing. This is the focus of this paper.

Previous test control schemes for inter-clock at-speed
testing are too complex or too difficult for physical
implementation [15, 16], mainly because they mix inter-
clock test control with intra-clock test control and use the
launch-on-shift approach that requires timing-critical scan
enable signals. This observation leads to the key idea of this
paper: separating inter-clock test control from intra-clock
- test control and using the launch-on-capture approach that
does not require any timing-critical scan enable signal.

Based on the above key idea, this paper proposes a novel
and practical inter-clock at-speed test control scheme, with
the following characteristics:

* Novel Clock Enable Generator: A compact and robust
on-chip inter-clock enable generator design is proposed,
which creates two clock enable signals from two free-
running synchronous functional clocks. The clock enable
signals, when gated with the synchronous functional
clocks, accurately generate all capture clock pulses
required for the at-speed testing of the inter-clock logic
block existing between the two functional clocks.

e Easy Physical Implementation: Inter-clock at-speed

testing is conducted with the launch-on-capture approach.

As a result, a single and non-timing-critical scan enable
signal is sufficient for the scan testing of the entire

circuit, significantly simplifying physical implementation.

e Low Application Cost: At-speed capture clock pulses
are generated by on-chip circuitry through clock-gating
with functional clocks from on-chip PLLs. There is no
need to provide any high-speed test clock from ATE.

o Easy Integration: The new inter-clock at-speed test
control scheme can be easily integrated with any existing
easy-to-implement intra-clock at-speed test control
scheme [17-19] at the top-level to achieve complete at-
speed testing. This greatly improves test quality.

¢ High Flexibility: The new inter-clock at-speed test
control scheme can be readily applied in both ATE-
based scan testing and logic BIST.

The new inter-clock at-speed test control scheme has been
successfully applied to large industrial circuits. As proven
in layout and on tester, this scheme is easy to implement
and can improve the at-speed test quality of multi-clock

circuits required by today’s system-on-a-chip (SoC) designs.
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The rest of the paper is organized as follows: Section 2
describes the background. Section 3 presents the new inter-
clock at-speed test control scheme. This section also
discusses the integration of inter-clock and intra-clock at-
speed test control schemes at the top-level for complete at-
speed testing. Section 4 shows application results on
industrial circuits, and Section 5 concludes the paper.

2. Background
2.1 Intra-Clock Logic and Inter-Clock Logic

Modern SoC circuits commonly use multiple clocks, often
provided internally from on-chip PPLs. This can be due to
the need for interfacing with different external systems,
such as PCI and USB. It may also be due to the chip size
being too large for a single fast clock to be effectively
distributed over the entire circuit. Such a circuit usually
consists of multiple clock domains, as defined bellow [20]:

Definition 1: A clock domain is the part of a circuit driven
by either a single clock or multiple clocks that have
constant phase relationships.

For example, a clock and its inverted clock or its derived
divide-by-two clocks are considered as one clock domain.
On the other hand, domains that have clocks with variable
phase and time relationships are considered as different
clock domains.

The clock skew within a clock domain is strictly managed,
typically through clock tree synthesis (CTS). As a result,
FFs in the same clock domain receive clock edges almost at
the same time. On the other hand, a clock domain often has
multiple synchronous internal clocks. That is, different FFs
in a clock domain may operate at different but synchronous
frequencies. An example is shown in Fig. 1, where the
clock domian contains two synchronous clocks: a fast clock
FCK and a slow clock SCK, running at 660MHz and
330MHz, respecitvely.

Clock Domain

FCK
(660MHz)

PLL

SCK
(330MHz)

B
Intra-Clock Logic
(SCK)

Fig. 1 Intra-Clock Logic and Inter-Clock Logic.
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Therefore, a clock domain can be seen to consist of (1) FFs
driven by a number of synchronous internal clocks and (2)
combinational logic blocks surrounding those FFs. The
combinational logic blocks can be further divided into two
types as defined bellow:

Definition 2: Intra-clock logic block in a clock domain is
the combinational logic portion existing between FFs
driven by the same internal clock.

Definition 3: Inter-clock logic block in a clock domain is
the combinational logic portion existing between FFs
driven by two synchronous internal clocks.

For example, the clock domain shown in Fig. 1 consists of
four combinational logic blocks: 4, B, C, and D. Obviously,
A and B are intraclock logic blocks for internal clocks
FCK and SCK, respectively. On the other hand, C and D
are inter-clock logic blocks, with C being from FCK to
SCK and D being from SCK to FCK.

Note that data transfer between two asynchronous clock
domains needs to be made through synchronizers or dual-
port random access memories (RAMs). Due to glitch
concerns, functional logic is usually not placed between
two clock domains with FF-based synchronizers.

From the discussions above, it is clear that the
combinational portion in a circuit consists of intra~clock
logic blocks and inter-clock logic blocks in all clock
domains. Therefore, all intra-clock logic blocks as well as
all inter-clock logic blocks need to be tested in order to
achieve complete at-speed testing for the circuit.

2.2 Test Control for At-Speed Testing
2.2.1 General Concept

Logic testing, both slow-speed and at-speed, are usually
based on full-scan design, in which all functional FFs in a
circuit are replaced with scan FFs. A full-scan circuit
operates in either shift or capture mode, selectable by scan
enable (SE) signals. In shift mode (SE = 1), scan FFs form
scan chains that operate as shift registers, through which a
new test vector is shifted-in and a test response is shifted-
out. In capture mode (SE = 0), scan FFs operate as
functional FFs and catch the test response corresponding to
the applied test vector. Such scan-based testing is the
foundation of both ATE-based testing and logic BIST.

The basic concept of test control for scan-based testing is
illustrated in Fig. 2. Basically, scan enable (SE) signals and
clock (CK) pulses should be provided in proper order and
with right timing relations in both shift and capture modes,
s0 as to guarantee correct shift and capture operations.

.

e—— Shift Mode —~—>k— Capturc Mode —>}
SE b §

CK Shift Clock Pulses

Fig. 2 Test Control for Scan-Based Testing.
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Generally, test control for slow-speed testing targeted at
structural defects can be easily conducted for both intra-

clock and inter-clock logic blocks. However, test control
for at-speed testing targeted at timing-related defects is
significantly more difficult, especially for multi-clock SoC
circuits. As a result, test control has become a major
challenge in pursuing high-quality at-speed testing.

2.2.2 Control Tasks for At-Speed Testing

Test control for scan-based testing is realized by controlling
scan enable and clock signals to conduct a series of control
tasks, which are repeated for each test vector. For at-speed
testing, there are three types of control tasks, shif?, launch,
and capture, as illustrated in Fig. 3, whose circuit is the
full-scan version of the circuit shown in Fig. 1.

=
ol (S

capture-1 (Q lanuch-1

Scan FFs

» shif-1

> shift-2

Fig. 3 Control Tasks for At-Speed Testing.

In Fig. 3, there are two shift tasks, shift-1 and shift-2, each
for one scan chain. A shift task is to operate a scan chain as
a shift register to load a test vector or unload a test response,
by setting the corresponding SE signal to 1 and issuing the
same number of shift clock pulses as the length of the
corresponding scan chain. Since shift tasks are independent
from each other, they can be conducted simultaneously
without considering their inter-relations. In addition, a shift
task can be conducted at any speed, usually a slow speed
for test power reduction, even for at-speed testing. As a
result, test control for shift tasks is easy, and will not be
further considered in this paper.

After shift tasks are finished, a pair of launch and capture
tasks should be conducted in order to apply at-speed testing
to each logic block. There are two types of launch-capture
pairs as defined bellow:

Definition 4: An intra-clock launch-capture pair is used
for the at-speed testing of an intra-clock logic block, while
an inter-clock launch-capture pair is used for the at-speed
testing of an inter-clock logic block.

In Fig. 3, there are two intra-clock launch-capture pairs, ®
and @, as well as two inter-clock launch-capture pairs, @
and @. For example, @ (<launch-1, capture-1>) is the
intra-clock launch-capture pair for 4, where lgunch-1 is to
create value transitions at the inputs of 4 and capture-1 is to
capture the test response from the outputs of A at the rated
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speed of the clock FCK in order to achieve intra-clock at-
speed testing. On the other hand, @ (<launch-3, capture-
3>) is the inter-clock launch-capture pair for C, where
launch-3 is to create value transitions at the inputs of C and
capture-3 is to capture the test response from the outputs of
C following the exact inter-clock relation from FCK to SCK
in order to achieve inter-clock at-speed testing.

Note that the free-running functional clocks FCK and SCK
shown in Fig. 1 are replaced with test clocks 7FCK and
TSCK, respectively, as shown in Fig. 3. TFCK and 7SCK,
as well as scan enable signals SE1 and SE2, should be
properly provided from a test control scheme in order to
accomplish all test control tasks. In this sense, FCK and
SCK can be seen as inputs to a test control scheme, while
TFCK and TSCK are outputs from the test control scheme.

2.3 Previous At-Speed Test Control Schemes

There are two approaches to test control for scan-based at-
speed testing: launch-on-shift and launch-on-capture [21,
22]. The major difference is how a launch task is conducted,
i.e. how value transitions are created at the inputs of a logic
block for delay testing. Launch-on-shift creates value
transitions by the difference between the next-to-last and
the last shifted-in values in shift mode, while launch-on-
capture creates value transitions by the difference between
the last shifted-in values in shift mode and the first-captured
values in capture mode.

In the following, we briefly describe three test control
schemes, focusing on how launch-capture pairs are
conducted. The launch aligned skewed-load scheme and
the capture aligned skewed-load scheme are based on the
launch-on-shift approach, while the double-capture scheme
is based on the launch-on-capture approach.

Launch Aligned Skewed-Load Scheme: This scheme is
illustrated in Fig. 4, corresponding to the circuit shown in
Fig. 3. This scheme aligns the last shift clock pulse S1 of
TFCK with the last shift clock pulse S2 of 7SCK to create
input value transitions simultaneously for both 7FCK and
TSCK, and then issues at-speed capture clock pulses C1 and
C2 to capture corresponding test responses at the rated
speeds of FCK and SCK, respectively [15].

Fig. 4 Launch Aligned Skewed-Load Scheme.

Although this scheme can accomplish all launch-capture
pairs @ ~ @ to achieve complete at-speed testing, it
requires two SE signals, SE1 and SE2, which may be timing-
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critical since both of them need to settle from 1 to 0 during
the system clock periods of FCK and SCK, respectively.
This makes already-hard physical implementation even
more difficult. In addition, the complexity of this scheme
increases rapidly with the number of clocks.

Capture Aligned Skewed-Load Scheme: This scheme is
illustrated in Fig. 5, corresponding to the circuit shown in
Fig. 3. This scheme aligns the at-speed capture clock pulses
C1 and C2 following the last shift clock pulses S1 and S2 so
as to capture corresponding test responses simultaneously
for the clocks TFCK and TSCK , respectively [16].

R
SE1 Shifi1 L
mex L ...........
SE2 Shifi-2
sk J Lo

Fig. 5 Capture Aligned Skewed-Load Scheme.

This scheme can also accomplish all launch-capture pairs @
~ @ to achieve complete at-speed testing, but also suffers
from increased difficulty in physical implementation as in
the launch aligned skewed-load scheme. In addition,
frequency pre-scaling may have to be conducted in some
cases, making it hard to achieve real at-speed testing.
Moreover, costly circuit modification may be needed in
order to prevent clock skews from disturbing test responses.

Double-Capture Scheme: This scheme is illustrated by the
example of Fig. 6, corresponding to the circuit shown in Fig.
3. This scheme uses two at-speed capture clock pulses for
each clock: C1/C2 for TFCK and C3/C4 for TSCK {19]. The
input value transitions for 7FCK (TSCK) are launched by
the difference between the values loaded by the last-shift
pulse S1 (52) and the values captured by the first-capture
pulse C1 (C3). Note that capture operations are conducted
for both clocks in the same capture window (SE = 0).

S1
S2 C1 CZ C3 Ca

i

i H

. I
H H

{ H

Fig. 6 Double-Capture Scheme.

The biggest advantage of this scheme is its easy physical
implementation. This is because only one scan enable signal
SE is used, which is not timing-critical if d is made long
enough. Some other schemes can achieve similar effects [17,
18]. However, the biggest disadvantage of these schemes is
that they can only achieve intra-clock at-speed testing. As
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shown in Fig. 6, this is because only intra-clock launch-
capture pairs, ® and @, are accomplished, while inter-
clock launch-capture pairs, @ and @, are totally ignored.
That is, these schemes cannot provide test control for inter-
clock at-speed testing. As a result, complete at-speed testing
cannot be achieved for a multi-clock circuit.

Therefore, there is a strong need for an easy-to-implement
inter-clock at-speed test control scheme. Combining it with
any easy-to-implement intra-clock at-speed test control
scheme, such as the double-capture scheme [17-19], forms
an integrated test control scheme to achieve complete at-
speed testing for all logic blocks in a circuit. As a result, the

at-speed test quality can be significantly improved.

3. Inter-Clock At-Speed Test Control Scheme
3.1 Basic Idea

As described in 2.3, previous test control schemes for

complete at-speed testing suffer from high complexity and

difficult physical implementation. This is mainly because

they mix inter-clock test control with intra-clock test control

and use timing-critical scan enable signals due to the

launch-on-shift approach. This observation leads to the

basic idea of this paper as follows:

e Separate inter-clock test control from intra-clock test
control in order to simplify test control operations.

o Use the launch-on-capture approach in order to avoid the
use of any timing-critical scan enable signal.

The basic idea is illustrated in Fig. 7, using the example of
at-speed testing for the inter-clock logic block C in Fig. 1.

A
Pl A Intra-Clock Logic PO 4
- ——’\SF_CQ—AF')-ﬂ

PPO_A - PPLA

. vng. ﬂ m. |;].

PPI C

PIC

TSCK
‘m son)

(a) Circuit portions related to at-speed testing of C

POC

52 (04 U @]

I

(b) Proposed at-speed test control waveforms for C
Fig. 7 Basic Idea of Inter-Clock At-Speed Test Control.
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The two shift tasks in Fig. 7 (b), shifi-1 and shift-2, are
conducted with the same shift clock in this example.
However, it is allowed to use any shift control method with
any number of shift clocks running at any frequencies. After
shift tasks are finished, the launch-capture pair @ (<launch-
3, capture-3>) in Fig. 3 should be performed in order to
conduct at-speed testing for the inter-clock logic block C in
Fig. 7 (a). Based on the basic idea described above, this
paper proposes a new inter-clock at-speed test control
scheme that uses the test control waveforms of Fig. 7 (b) to
accomplish the launch-capture pair @ as follows:

Launch Control: launch-3 is conducted by the capture
clock pulse C1 of TFCK, as shown in Fig. 7 (b). That is,
value transitions at the inputs PPI C are created by the
difference between the values loaded by the last-shift pulse
S1 of TFCK and the values captured by the capture pulse C1
of TFCK. Since the launch-on-capture approach is used, di
can be made long enough to allow the use of a single and
non-timing-critical scan enable signal SE for all scan chains.
This significantly simplifies physical implementation.
Capture Control: capture-3 is conducted by the capture
clock pulse C2 of TSCK, as shown in Fig. 7 (b). For at-
speed testing of the inter-clock logic block C, it is required
that &2 be set by following the exact clock-triggering
relation from FCK to SCK for transferring data as in
functional operations. As an example, Fig. 7 (b) shows the
positive-to-positive single-cycle at-speed test requirement.
In the following, details on the new inter-clock at-speed test
control scheme are described by using the example shown
in Fig. 7. The focus is on how capture pulses C1 and C2 for
test clocks 7FCK and 7SCK are generated from free-
running functional clocks FCK and SCK (PLL clocks as
shown in Fig. 1), respectively, by using new on-chip
circuitry so that the requirements on 41 and 42 are satisfied.

3.2 General Architecture

Fig. 8 shows the general architecture of the new inter-clock
at-speed test control scheme for the example of Fig. 7.

shift CK —=
{

FCK

PLL

SCK

N

Fig. 8 Architecture of Inter-Clock Test Control Scheme.
In shift mode (SE = 1), shift_CK, either generated internally
or provided externally, is used as the shift clock for both
TFCK and TSCK. Note that shifi_CK can be a slow clock
for reducing power dissipation during test application.
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In capture mode (SE = 0), the inter-clock enable generator
creates master clock enable signals FCK_en_master and
SCK_en_master, the two latches generate final clock enable
signals FCK en and SCK en, and the two AND gates
conduct clock-gating to generate test clocks 7FCK and
TSCK from functional PLL clocks FCK and SCK,
respectively. SE is a normal scan enable signal as shown in
Fig. 7 (b), while GE is a generator enable signal used to
indicate if the inter-clock enable generator is active or not.
GE = 1 means that FCK_en _master and SCK_en_master
are active clock enable signals, while GE = 0 will inactivate
them by holding them at 0.

Note that circuitry for switching between test and normal
modes is not shown in Fig. 8 for clarity. As far as test
concerned, only one multiplexor and one AND gate are
added to a functional clock line, while the rest of the
circuitry in the new inter-clock at-speed test control scheme,
especially the inter-clock enable generator, does not cause
any performance degradation. In addition, this new scheme
can be used in both ATE-based testing and logic BIST.

Obviously, the key part of the new inter-clock at-speed test
control scheme is the inter-clock enable generator for
creating master clock enable signals. Detailed information
on this part is described in the following section.

3.3 Inter-Clock Enable Generator Design

Fig. 9 shows the schematic of the proposed inter-clock
enable generator design used in Fig. 8.

Inter-Clock Enable Generator

SE —

FCK

GE->

v
FCK_en_master

Fig. 9 Schematic of Inter-Clock Enable Generator.

SCK_en_master
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The inter-clock enable generator consists of a delay
generator (A), a start enable generator (B), a start signal
generator (C), a state machine (D), and a clock enable
decoder (E), in the operational order. Its inputs are two
free-running synchronous clocks FCK (fast clock) and SCK
(slow clock) as well as two enable signals SE and GE, while
its outputs are two master clock enable signals
FCK_en_master and SCK_en_master.

The inter-clock enable generator is a compact synchronous
circuit driven by the fast clock FCK. Note that slow clock
SCK is used as data input for the start enable generator. The
operation of this circuit is shown in Fig. 10. As to be
described, many design techniques are used to make this
circuit functionally accurate and operational robust.

A3 B3 A4l Ba

B Al A2

A
ol oL el L LY
[ ] ]

FCK

SCK

SE

S
[

S1

|

2 ™.,

start .,

State Machine 1:2

FCK_en_master

FCK _en

SCK_en_master

SCK _en

TFCK

TSCK

Fig. 10 Waveforms of Inter-Clock Enable Generator.

A. Delay Generator

The delay generator is basically an n-stage shift register
driven by the fast clock FCK. Its purpose is to delay the
effective arrival time of the falling edge of the scan enable
signal SE at least by the time of (n-1) x TFCK, where TFCK
is the period of FCK. This delay is used to make 41 in Fig.
7 (b) long enough so that SE becomes non-timing-critical.
This will significantly ease physical implementation.

For example, Fig. 10 shows the case where n is set to 3.
That is, the SE—0 event takes a little more than 2 FCK
clock periods to bring the internal signal S1 to 0. It is this
S1—0 event that marks the actual start of a series of capture
operations. This way, di can be made as long as required.

Generally, d1 needs to be made longer than the maximum
delay of SE when SE is designed as a data signal, not as a
clock signal requiring CTS. This maximum delay is then
used to figure out the necessary value for n. For example, n
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was set to 8 for a 533MHz industrial circuit with 11.1M
gates and 404.9K FFs. This created at least 13ns for d1 in
Fig. 7 (b), long enough to make SE non-timing-critical.

B. Start Enable Generator

The start enable generator consists of a 4-stage shift register,
composed of FFa ~ FFd, as shown in Fig. 9. Its purposes
are (1) to avoid metastability and (2) to provide a re-timing
mechanism so that the state machine can be started properly.

Metastability may occur if the slow clock SCK is applied
directly to the data input of an FF driven by the fast clock
FCK. Two measures are taken against metastability: one is
to slightly delay SCK before sending it to the shift register
driven by FCK, and the other is to add a synchronizer
composed of two FFs, FFa and FFb, on the input side of the
shift register, as shown in Fig. 9.

The re-timing mechanism is realized by using a 2-bit shift
register composed of FFc and FFd, as shown in Fig. 9. The
outputs of the two FFs are decoded by the AND gate to
generate the start enable signal S2 so that it becomes 1 at
the falling-edge of SCK, as shown in Fig. 10. This signal is
used as a timing base to guarantee that the start signal for
the state machine becomes 1 at the rising-edge of SCK.

C. Start Signal Generator

The start signal generator is designed as shown in Fig. 9.
When S1 is 1, start is 0 and the state machine does not
operate. S1—0 indicates the start of capture operations by
releasing the reset input of the AND gate. After St has
become 0, if the start enable signal S2 becomes 1, start will
become 1. The feedbacks from the two FFs make start stay
at 1 only for one TCK period, as shown in Fig. 10. This
start signal is used to start the state machine.

D. State Machine

The state machine is basically a 4-bit counter, whose
operation is shown in Fig. 11. It resets to state 0, and starts
to count up from state 1 after the start signal becomes 1.
After all states are traversed, it stops at state 0. The purpose
of the state machine is to provide a means to accurately
identify the phase and time relations of the clock pulses
between the two input functional clocks FCK and SCK.

start reset
Fig. 11 State-Clock Relations.
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In the example shown in Fig. 10, the state machine starts to
count at the first rising-edge of TCK after start becomes 1.
As a result, the dynamic relations between the fast clock
FCK and the slow clock SCK can be fully represented by
the current state of the state machine.

As shown in Fig. 11, states 1, 2, 3, 4, ..., 15 correspond to
the clock relations B1, 42, B2, A3, ..., B8, respectively. As
shown in Fig. 10, 4 corresponds to the relation that FCK
has a full-period and SCK has a half-period of 1, while B
corresponds to the relation that FCK has a full-period and
SCK has a half-period of 0. Obviously, by selectively
decoding these states, master clock enable signals can be
created at required timing and for required duration.

E. Clock Enable Decoder

The clock enable decoder creates two master clock enable
signals, FCK_en_master and SCK_en_master, as shown in
Fig. 9. The start time and duration of each master clock
enable signal are determined by decoding the states of the
state machine.

In the example shown in Fig. 10, the clock enable decoder
reacts to the state 3 to create a pulse (not shown in Fig. 10)
with the duration of one 7CK period on its S3 output. This
pulse, delayed by FFg for one TCK period, becomes the
master clock enable signal FCK_en_master. Similarly, the
clock enable decoder reacts to the state 3 and the state 4 to
create a pulse (not shown in Fig. 10) with the duration of
two TCK periods on its S4 output. This pulse, delayed by
FFr for one TCK period, becomes the master clock enable
signal SCK_en_master.

This way, two master clock enable signals, FCK_en_master
and SCK_en_master, are accurately generated by the inter-
clock enable generator of Fig. 9. Then, as shown in Fig. 8,
the final clock enable signal FCK en is obtained by
delaying FCK_en_master by half period of FCK with the
latch LA1, while the final clock enable signal SCK en is
obtained by delaying SCK en_master by half period of
SCK with the latch LA2. This is also shown in Fig. 10.

As shown in Fig. 10, the clock enable pulse on FCK en can
accurately pick out the FCK clock pulse p for the test clock
TFCK, and the clock enable pulse on SCK en can
accurately pick out the SCK clock pulse g for the test clock
TSCK. As a result, two capture pulses are generated for the
test clocks TFCK and TSCK so that the inter-clock at-speed
test requirements shown in Fig. 7 (b) are satisfied.
Therefore, the at-speed testing of the inter-clock logic block
C (FCK—SCK) can be successfully achieved.

The characteristics of the inter-clock enable generator are

summarized as follows:

e High Flexibility: Although different inter-clock logic
blocks with different inter-clock relations need to use
different inter-clock enable generators, only the clock
enable decoder part needs to be slightly changed. That is,
it is only necessary to make a clock enable decoder to
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decode the necessary states so that a master clock enable
signal becomes 1 at the time and for the duration that are
required by a specific inter-clock relation. In addition,
multi-cycle paths can also be easily handled by slightly
changing the decoding logic to increase the duration of a
master clock enable pulse.

e Wide Application: The inter-clock enable generator
design can be used in both ATE-based testing and logic
BIST. Since only on-chip PLLs are needed to generate
fast test clocks, there is no need to use a high-speed
tester for at-speed testing. This helps reduce test costs.

e Robust Operation: Subtle issues such as metastability
and clock skews are all carefully considered and

measures against them are properly taken in logic design.

This guarantees the robust operation of the inter-clock
enable generator, even in the case of large and
complicated industrial circuits.

e Easy Implementation: Since subtle issues such as
metastability and clock skews are all handled by logic
design techniques, no extra burden is placed on layout
design in order to make the inter-clock enable generator
work properly. This simplifies physical implementation.

o Low Overhead: The inter-clock enable generator design
is compact. It contains about 20 FFs and only a small
number of logic gates. Its area overhead is roughly 124
equivalent 2-input NAND gates for a typical
configuration with an 8-stage delay generator.

3.4 Use of Multiple Inter-Clock Enable Generators

A multi-clock circuit usually contains multiple inter-clock
logic blocks that should be targeted in at-speed testing.
Basically, the at-speed testing of one inter-clock logic block
needs one inter-clock enable generator. An example is
shown in Fig. 12, in which there are 3 inter-clock enable
generators, corresponding to three synchronous clock pairs:
FCK1—SCK1, SCK1—FCK1, and FCK2—SCK2.

SE SCK1 FCK1
D1
D2
a. FCK1_en_master 1
b: SCK1_en_master_1
c: FCK1_en_master_2
d: SCK1_en_master_2
Fig. 12 Clock Enable Generator Selection.
Paper 17.2
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Although it is possible to share some part of inter-clock
enable generation circuitry among different inter-clock
enable generators, this often increases control complexity
and introduces more delay on functional clock lines. Given
the fact that an inter-clock enable generator is small, it is
advisable to use multiple inter-clock enable generators, one
for each inter-clock logic block. In this case, a selection
mechanism needs to be provided to activate the inter-clock
enable generators one by one during at-speed testing.

In the example shown in Fig. 12, the selector is used for this
purpose. D1 and D2 are decoded into 3 generator enable
signals, GE1, GE2, and GE3, such that only one of them is 1
at any time. The activated inter-clock enable generator is
used for test control, and the at-speed testing of the
corresponding inter-clock logic block is achieved.

3.5 Top-Level Integration

The basic idea of this paper is to separate inter-clock test
control from intra-clock test control in order to simplify test
control operations. Therefore, in order to achieve complete
at-speed testing, it is necessary to combine the new inter-
clock at-speed test control scheme with an easy-to-
implement intra-clock at-speed test control scheme, such as
the double-capture scheme [17-19] as described in 2.3. The
task of combining inter-clock and intra-clock test control
schemes is conducted in top-level integration. An example
is shown in Fig. 13, in which there are one inter-clock
enable generator and one intra-clock enable generator, and
the selection between them is made by the signal S.

-

r ;O
,’ FCK_“m Y ,
Y —TFCK

FCK
PLL SCK _en
SCK Y — TSCK

SE
GE FCK_en_master
kY YA SN SCK_en_master i
S '-." — o - ..'f' -“.
O:intra
1: inter a. FCK_en_master_inter-clock

b: SCK_en_master_inter-clock

¢ FCK_en_master_intraclock

d SCK_en_master_intra-clock
Fig. 13 Top-Level Integration.

Note that, different from inter-clock at-speed test control, it
is possible to use only one intra-clock enable generator for
at-speed testing of all intra-clock logic blocks, based on the
multi-capture technique [19] that generates at-speed capture
pulses for all intra-clock logic blocks in a serial manner in
the same capture window (SE = 1). Some other methods
can achieve similar effects [17, 18].




3.6 Design Flow

The design flow for complete at-speed testing is shown in
Fig. 14, which consists of three sub-flows: a netlist flow, an
ATPG flow for ATE-based scan testing, and a fault
simulation flow for logic BIST. The netlist flow is the basic
flow that needs to be conducted for both ATE-based scan
testing and logic BIST.

Inter-Clock At-Speed Test Requirements

Intra-Clock Inter-Clock Inter-Clock
Test Control Enable Generator 1 Enable Generator N,
RT. RTL RTL

Intra-Clock Inter-Clock Inter-Clock
Test Control Enable Generator 1 Enable Generator N,
is Netlist Netlist

b e
I 1
Test Inter-Clock Block 1 Inter-Clock Block N
Vectors Test Vectors Test Vectors

| 1
Inter-Clock Block Inter-Clock Block
Fault Coverage Fault Coverage

Fig. 14 Design Flow.

In the netlist flow, in addition to the intra-clock test control
RTL design, RTL designs for all necessary inter-clock
enable generators need to be prepared according to inter-
clock at-speed test requirements. These RTL designs are
synthesized into separate netlists. Then, at the integration
stage, these test-oriented netlists are combined with the
circuit netlist into the final netlist. Additional circuitry
needed in inter-clock and intra-clock at-speed test control
schemes are also added at the integration stage. In addition,
control information necessary for the ATPG flow or the
fault simulation flow is also generated at this stage.

In the ATPG flow, test generation is conducted for ATE-
based scan testing. For all intra-clock logic blocks, it is
possible to use only one ATPG run. However, in some
cases, PLL-based multi-run ATPG is conducted, with one
ATPG run for all intra-clock logic blocks related to one
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PLL. On the other hand, each interclock logic block
requires its own ATPG run, and test vector sets for different
inter-clock logic blocks are generated separately.

The fault simulation flow is similar to the ATPG flow in
that each interclock logic block needs its own fault
simulation run. The fault simulation flow is used for logic
BIST, where test vectors are generated by a pseudo-random
pattern generator (PRPG), and it is only necessary to fault-
grade the test vectors.

3.7 Test Generation and Fault Simulation

As described above, in addition to the new inter-clock at-
speed test control scheme, deterministic test vectors need to
be generated for ATE-based scan testing, and random test
vectors need to be fault-graded for logic BIST, in order to
conduct inter-clock at-speed testing.

Fig. 15 shows the circuit model for test generation and fault
simulation, corresponding to the at-speed testing of the
inter-clock logic block C as shown in Fig. 7 (a). Obviously,
only combinational logic blocks 4 and C need to be
included for test generation and fault simulation of C.

Pl A fv PO_A < I oe—— {':. PO C
v o
PPI A PP(?_A
C1 2
(by TFCK) (by TSCK)
1st Time-Frame 2nd Time-Frame

Fig. 15 Circuit Model for Test Generation & Fault Simulation.

Note that the circuit model shown in Fig. 15 is independent
of the inter-clock at-speed test control scheme used. That is,
the results of test generation or fault simulation are valid as
long as at-speed capture pulses C1 and C2 are properly
provided as shown in Fig. 7 (b). This separation of test
generation and fault simulation from the underlying inter-
clock at-speed test control scheme results in more
flexibility in a test design flow.

4. Application Results

The new inter-clock at-speed test control scheme has been
applied to a number of large-scale industrial designs, all
with successful tape-outs. The inter-clock enable generator
design and other circuitry necessary for the proposed test
control scheme have been verified in logic design and
layout implementation. Test vectors generated for inter-
clock at-speed testing have also been verified on testers.

Due to page limitation, we only report the application
results on one of the large industrial designs in the
following. This design is in production now, and its circuit
statistics are shown in Table 1.
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Table 1 Circuit Statistics

# of Gates 11.1IM
# of FFs 404.9K
# of Scan Chains 32
Max. Chain Length 13598
No. of Clock Domains 11
Min. Frequency 66MHz
Max. Frequency 533MHz

Intra-clock logic blocks were tested by logic BIST with top-
up ATPG vectors. The transition delay fault coverage for
all intraclock logic blocks was 96.9% with 64K random
vectors in logic BIST and 8183 vectors in top-up ATPG.

Inter-clock logic blocks were tested by the new inter-clock
at-speed test control scheme with ATPG vectors, and the
results are shown in Table 2. In this case, 6 inter-clock logic
blocks, A ~ F, were targeted. For example, 4 is a logic
block from a 100MHz clock to a 300MHz clock, and
contains 36858 transition delay faults. Table 2 also shows
the information on the number of ATPG vectors, fault
coverage, and CPU time. Furthermore, the area overhead in
this application was mainly due to 6 inter-clock enable
generators, each containing 20 FFs and consuming an area
of roughly 124 equivalent 2-input NAND gates.

Table 2 Application Results

(Ill}t:crl'( From | To # of ATPG

Logic |(MHz)|(MHz)| Faults | #of | Fault | CPU

Blocks Vec. Cov. | (h:m)
A 100 | 300 | 36858 | 232 86.4 | 4:30
B 133 | 533 8350 32 100 | 0:15
(o) 133 | 266 4942 36 100 } 0:14
D 533 | 133 1940 9 100 | 0:10
E 266 | 533 732 9 100 | 0:10
F 266 | 133 64 3 100 | 0:09

Table 2 shows that some inter-clock logic blocks, such as 4,
was quite large, and ignoring them in at-speed testing would
have been a tremendous risk to chip quality. This was why
inter-clock at-speed testing was made mandatory by the
user company of this design. The new inter-clock at-speed
test control scheme successfully provided a novel and
practical way to improve the overall chip quality by making
inter-clock at-speed testing easy and efficient.

5. Conclusions

The paper addressed the test control problem in at-speed
testing with a novel inter-clock at-speed test control scheme,
featuring a compact, robust, and easy-to-implement inter-
clock enable generator design. By combining this scheme
with any existing intra-clock at-speed test control scheme,
complete at-speed testing of the entire circuit can be
efficiently achieved, which significantly improves the
quality of at-speed testing. The effectiveness of the new
inter-clock at-speed test control scheme has been proven by
successful applications to large industrial circuits.
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Abstract

Scan-based at-speed testing is a key technology to
guarantee timing-related test quality in the deep submicron
era. However, its applicability is being severely challenged
since significant yield loss may occur from circuit
malfunction due to excessive IR drop caused by high power
dissipation when a test response is captured. This paper
addresses this critical problem with a novel low-capture-
power X-filling method of assigning 0’s and 1’s to
unspecified (X) bits in a test cube obtained during ATPG.
This method reduces the circuit switching activity in
capture mode and can be easily incorporated into any test
generation flow to achieve capture power reduction
without any area, timing, or fault coverage impact. Test
vectors generated with this practical method greatly
improve the applicability of scan-based at-speed testing by
reducing the risk of test yield loss.

1. Introduction

Scan-based testing, carried out by a tester on a full-scan
circuit with deterministic test vectors obtained through
automatic test pattern generation (ATPG), is the most

As transistor feature sizes shrink, more chips fail because of
timing-related defects [3]. Ippg testing [4] was widely used
for screening out such defective chips, but is now losing its
effectiveness due to elevated normal quiescent current.
Therefore, at-speed testing through options such as logic
built-in self-test (BIST) or external scan-based testing
needs to be considered.

Compared to at-speed logic BIST, which is difficult to
implement and usually has low fault coverage because of
random pattern usage, scan-based at-speed testing with
ATPG and an external tester has the advantages of low
circuit overhead, low application cost, and high test quality
[2]. As a result, scan-based at-speed testing, especially
when conducted by using on-chip phase-locked loops
(PLLs) [5], has emerged as a key technology for
guaranteeing test quality in the deep submicron (DSM) era.

Fig. 1 shows an example scan-based at-speed testing system
with on-chip PLL and the broadside clocking scheme.
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In Fig. 1, SE and CE are the normal scan enable signal and
a newly added capture enable signal, respectively. As shown
in Fig. 1 (a), a test vector is applied in shift mode (SE = 1)
via a series of shift clock pulses with SL being the last one.
In capture mode (SE = 0), the modified PLL responds to
the falling edge of the CE signal to provide two pulses Ci
and C2 at the rated clock interval of T as shown in Fig. 1
(b). C1 launches a transition with respect to SL while C2
captures the circuit response to the transition at-speed. As a
result, timing-related defects can be detected. This is the so-
called broadside clocking scheme or launch-off-capture
clocking scheme [1, 2].

The scan-based at-speed testing system shown in Fig. 1 has
the following advantages: (1) Low Tester Requirement: A
low-speed tester can be used to provide shift clock pulses at
a lower frequency than the rated clock frequency, while
only the at-speed capture clock pulse, e.g. C2 in Fig. 1 (b),
needs to be generated by the on-chip PLL that is also used
in functional mode. (2) Easy Physical Implementation: The
broadside clocking scheme only needs a non-timing-critical,
thus easy-to-implement, SE signal since 7 can be much
larger than the rated clock period of T in Fig. 1 (b). This
makes it easier for the broadside clocking scheme to be
physically implemented than other clocking schemes, such
as skewed-load or launch-off-shift [2]. (3) High Test
Quality: The broadside clocking scheme generally activates
fewer false paths since logic value transitions are generated
by the difference between a shifted-in vector and the
functional response to the vector. This generally results in
less “over-testing” than the skewed-load scheme.

The above advantages make scan-based at-speed testing
with on-chip PLL and the broadside clocking scheme
highly preferable for screening out chips with timing-
related defects in production testing. However, the adoption
of this testing technology is being severely hindered by four
problems: (1) test data volume, (2) test application time,
(3) test heat dissipation, and (4) test yield loss.

The test data volume and test application time problems are
caused by larger gate/FF counts, longer scan chains, and the
use of complex delay fault models, all inevitable in the
DSM era. Several approaches, such as test compaction,
multi-capture  clocking,  decompression-compression,
encoding, are available for addressing these problems.

The test heat dissipation and test yield loss problems are
both related to test power dissipation during scan testing,
which is much higher than during normal operation [6].

Test heat is caused by the accumulated effect of test power
dissipation, mostly in shift mode for a large number of
cycles. Excessive heat may cause permanent damage to the
chip-under-test, increasing package costs, or reducing
circuit reliability due to accelerated electromigration {7].

Previous methods for test heat reduction are based on four
major approaches: scheduling, test vector manipulation,
circuit modification, and scan chain modification, to
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reduce the switching activity in shift mode. Test scheduling
[8, 9] takes the power budget into consideration when
selecting modules to be tested simultaneously. Test vector
manipulation includes power-aware ATPG [10, 11], static
compaction [12], test vector modification [13], test vector
reordering [14], test vector compression [15], and coding
{16]. Circuit modification includes transition blocking [17],
clock gating [18], and the use of multiple clock duties [19].
Scan chain modification includes scan chain reordering [15,
20}, scan chain partitioning [21], and scan chain
modification [22]. Methods tailored for BIST applications,
such as toggle suppression {23] and low-power test pattern
generation [24), have also been proposed.

Test yield loss is caused by excessive instantaneous test
power dissipation in both shift and capture mode, because
FFs and/or PLL may malfunction due to power supply
voltage drop and ground bounce [19, 25, 28]. This problem
is worsening as feature sizes shrink below 0.18 micron.

Most of the previous methods [8-24] for test heat reduction
in shift mode also reduce instantancous test power
dissipation in shift mode, thus lowering the risk of test yield
loss in shift mode. Among them, the multi-duty scan
method [19] is especially effective, which changes clock
duties so that fewer FFs operate simultaneously.

There are a few methods for reducing test yield loss in
capture mode. One method [26] uses an interleaving
scheme to reduce the number of FFs that are clocked
simultaneously in capture mode, at the cost of increased
control complexity. Another method [27] uses an X-filling
technique in static compaction to reduce the number of
capture transitions at FFs. Yet another method [28], called
single-capture low-capture-power (SC-LCP) X-filling,
conducts algorithmic X-Filling in dynamic or static
compaction so as to reduce circuit switching activity in
capture mode. These methods, however, only work for low-
speed testing and at-speed testing based on the skewed-load
clocking scheme, both featuring a single capture pulse.

The impact of IR-drop for capture mode in scan-based at-
speed testing has been analyzed in [25] for the broadside
clocking scheme, where two capture pulses are used. Quiet
test vectors, which result in low switching activity in
capture mode, were shown to be beneficial. However, it
was also shown that existing ATPG programs failed to
generate such “hot” test vectors when the straightforward
approach of placing additional constraints was used. This is
a serious problem since “cool” test vectors may result in
significant test yield loss, thus severely challenging the
applicability of scan-based at-speed testing that is
considered indispensable in the DSM era.

This paper proposes a unique and novel ATPG approach to
reducing instantaneous test power dissipation in capture
mode for scan-based at-speed testing with the broadside
clocking scheme. The basic idea is to make use of fest
cubes, i.e., test vectors with unspecified bits (X-bits), which
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exist during ATPG. We develop a novel technique, called
double-capture low-capture-power (DC-LCP) X-filling, for
algorithmically assigning 0’s and 1’s to the X-bits in test
cubes so as to reduce the circuit switching activity caused
by two capture pulses in the broadside clocking scheme.

The DC-LCP X-filling method can be easily incorporated
into dynamic compaction of any test generation flow, and
the resulting “cool” test vectors can achieve capture power

reduction without any area, timing, or fault coverage impact.

As a result, test yield loss in capture mode can be efficiently
lowered, thus greatly improving the applicability of scan-
based at-speed testing with the broadside clocking scheme.

The rest of the paper is organized as follows: Section 2
describes the research background. Section 3 presents the
DC-LCP X-filling method. Section 4 shows experimental
results, and Section 5 concludes the paper.

2. Background

As shown in Fig. 2, an integrated circuit can be seen as a
network of interconnected transistors existing between a
VDD (power grid) and a VSS (ground grid). These
transistors form functional cells, i.e. logic gates and FFs.
Cells switch their output values dynamically to perform
various required functionality.

Tonsisor N
Network
Collrl Cell#2
. | Celi3 |—LCell#4

Fig. 2 Example Integrated Circuit with Power/Ground Grids.

Whenever a cell switches its output, a dynamic current path
will be established between VDD and VSS. If a large
amount of cells switch their outputs simultaneously, i.e. if
instantaneous power is too large, a significant power supply
voltage drop will occur. The major reason is the IR effect
since a dynamic current (I) flows through the resistance (R)
of the VDD grid, the VSS grid, and the transistor network.
In addition, parasitic or capacitive effects also contribute to
power supply voltage drop. Generally, the amount of power
supply voltage drop depends on the number of simultaneous
switching cells, their types, their locations, etc.

Normally, the power supply/ground pins and distribution
system of a circuit is designed only for handling the peak
power that occurs during normal operation. Thus, it may not
be able to handle the large instantaneous power that could
occur during scan testing since test power is much higher
than normal power. Unfortunately, IR drop analysis for test
mode is almost never conducted in most design flows,
making a circuit vulnerable to test yield loss.

For example, as reported in [19], power supply voltage
even dropped to 17% of its normal value in a 0.18micron
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industrial design during scan testing. Such power supply
voltage drop in test mode may cause circuit malfunction,
resulting in test yield loss [19, 25]. Its mechanism is
illustrated in Fig. 3.

CLK SE B l
VDD
g NCM() @;(

JCCM()

®

T

Y s
cycle i cycle i+l

@ Excessive Simultaneous Switching Activity
@ Power Supply Voltage Drop

® Current-Cycle Malfunction CCM(3)

@ Next-Cycle Malfunction NCM(7)

Fig. 3 Malfunctions due to Power Supply Voltage Drop.

In Fig. 3, simultaneous switching activity (®) increases
dynamic power dissipation, which in turn causes power
supply voltage drop (@). The direct result is nonlinear
performance degradation of transistors, especially in a DSM
circuit of very fine geometries. For a FF consisting of
degraded transistors, the degradation can translate into
direct malfunction, i.e. loading of a wrong value into the FF
in the same cycle where simultaneous switching activity
occurs. This is called the current-cycle malfunction (CCM)
(®). In addition, for a combinational logic gate consisting
of degraded transistors, the degradation often translates into
increased gate delay, which in turn increases path delays in
a circuit. Generally, a 10% drop in power supply voltage
can increase path delay by 30%. The increased path delay
may violate required timings at some FFs in the next cycle,
also resulting in circuit malfunction. This is called the nexz-
cycle malfunction (NCM) (®). Moreover, supply power
drop may also cause PLL malfunction. Obviously, all these
factors may result in potential test yield loss.

Note that the clock pulse A in Fig. 3 can be a shift pulse or
a capture pulse. This means that test yield loss may occur in
shift mode or capture mode or both. Several techniques
exist for reducing switching activity in shift mode [8-24]
and in capture mode [25-28].

Also note that scan-based at-speed testing is especially
vulnerable to the power supply voltage drop problem. The
reason is that, in at-speed testing, there must be one clock
interval equal to the related clock period for each test vector.
Suppose T in Fig. 3 is such an interval. Since T is very short
for a high-speed circuit, the risk of voltage-drop-induced
delays causing next-cycle malfunction is high, thus
increasing the total risk of test yield loss.

For scan-based at-speed testing with the broadside clocking
scheme, which features two capture pulses as shown in Fig.
1 (b), its detailed mechanism for voltage-drop-induced
malfunction is illustrated in Fig. 4.
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Fig. 4 Possible Malfunctions in Broadside Clocking Scheme.

As shown in Fig. 4, possible malfunctions related to test
yield loss in capture mode for the broadside clocking scheme
are NCM(i-1), CCM(i), NCM(), and CCM(i+1), as
described below:

(1) NCM(i-1) is the next-cycle malfunction for cycle i-1,
which is the last shift cycle. Its risk, however, is low
since Tt can be made as large as necessary, allowing
enough timing margin for absorbing any voltage-drop-
induced delay. Thus, NCM(i-1) can be ignored.
CCM(i) and CCM(i+1) are current-cycle malfunctions
for the two capture pulses, i.e. cycle i and cycle i+1,
respectively. Both of them may cause test yield loss
and their risks need to be contained by reducing the
circuit switching activity at C1 and C2.

€3

(3) NCMY)) is the next-cycle malfunction for cycle i, and
it may cause malfunction at C2. This is because 72 is
equal to the rated clock period, which is very short for
a high-speed circuit, leaving less space in timing
margin for absorbing voltage-drop-induced delay. Its
risk needs to be contained by reducing the circuit

switching activity at C1.

Thus, to reduce the test yield loss in capture mode for scan-
based at-speed testing with the broadside clocking scheme,
it is necessary to reduce the risks of CCM(i), NCM(i), and
CCM(i+1) by reducing the circuit switching activity at Ci1
and C2. The next section presents an innovative method to
achieve this goal.

3. Low-Capture-Power Test Generation

3.1 Test Generation Flow

In ATPG, a primary target fault is selected from undetected
faults and a test v is generated for it. At this stage, v usually

contains unspecified bits (X-bits), and it is called a test cube.

Next, a conventional dynamic compaction as shown in Fig.
5 is conducted for v to detect more faults.

In Fig. 5, the function promising(v) decides whether v is a
good candidate for dynamic compaction. If v is promising,
X-bits in v will be explored algorithmically to see whether a
secondary target fault can be detected. If v is not promising,
random X-filling is conducted to all remaining X-bits in v.
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@e for detecting the primary @

Extend v to detect a secondary target fault
by properly assigning 0’s and 1’s to X-bits in v.

( Conduct random X-filling to v. ]

Fig. 5 Conventional Dynamic Compaction Flow.

Random X-filling may help in reducing the number of total
test vectors since it increases the chances of detecting
additional faults. These additionally detected faults can be
identified by fault simulation after random X-filling.
However, random X-filling usually adversely affects test
power dissipation [12].

The basic idea of low-capture-power test generation is to
algorithmically, instead of randomly, assign 0’s and 1’s to
X-bits in the X-filling stage, so that capture power
dissipation is reduced. Fig. 6 shows the proposed dynamic
compaction flow for low-capture-power test generation.

v: test cube for detecting the primary target fault
Nx: pumber of X-bits in v

X-Limit: % of X-bits allowed for secondary target fault detection

X-Usage = 0%

-Usage < X-Limit ?

Extend v to detect a secondary target fault
by properly assigning 0’s and 1°s to X-bits in v.

]

Fig. 6 Proposed Dynamic Compaction Flow.

X-Usage =
(# of X-bits used to detect
secondary target faults until now) / Nx

{
[ Conduct DC-LCP X-filting to v.}

In Fig. 6, X-filling is conduced by a new method called
double-capture low-capture-power (DC-LCP), instead of
random X-filling. That is, different from the conventional
dynamic compaction flow as shown in Fig. 5, X-bits in the
proposed dynamic compaction are used not only with the
objective of reducing the number of total test vectors but
also with the objective of reducing capture power
dissipation. Obviously, these two objectives can be
conflicting.

In order to balance the conflicting objectives, a new
concept, called X-usage control, is introduced. As shown in
Fig. 6, X-Limit is a user-specified threshold that defines the
percentage of original X-bits to be allowed for detecting
secondary target faults. A measure, X-Usage, is updated
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each time a secondary target fault is detected. When X-
Usage becomes greater than X-Limit, test cube extension
for the objective of fault-detection is terminated and DC-
LCP X-filling is invoked for the remaining X-bits to achieve
the objective of reducing capture power dissipation.

The details of the DC-LCP X-filling method are presented
in the following subsections 3.2 through 3.4.

3.2 Circuit Model

For the convenience of presentation in the following, a
signal scan chain in a single clock domain, as shown in Fig.
7, is assumed. The DC-LCP X-filling method, however,
can be readily extended for any full-scan circuit with
multiple scan chains in multiple clock domains.

Pls POs
m 1 Combingtional £
Logic
FF-Outputs f FE-Inputs
n [___——_"_—>so
Scan
FFs
< ----?----d---Capture Power
— 9

Fig. 7 General Full-Scan Circuit.

Fig. 8 shows the circuit model for low-capture-power test
vector generation in the broadside clocking scheme shown
in Fig. 1 for the general full-scan circuit shown in Fig. 7.
Note that, the combinational logic in Fig. 7 is assumed to
implement the logic function f.

<v: PP {1 <Ri:PO> | <v: PP {1 <R2: PO>
i ] Comb. 8>~ Comb. [T
v Logic |: Logic | {
il NS SRR r 5‘ <k FP>
Ri R2
(by C1) (by C2)
1st Time-Frame 2nd Time-Frame

Fig. 8 Circuit Model for the Broadside Clocking Scheme.

In Fig. 8, v is the input vector in the first time-frame, which
is provided from primary inputs and the scan FFs of a scan
chain. That is, v consists of two parts: primary input bits
denoted by <v: PI> and the FF-output bits denoted by <v:
FF>. The functional response of the combinational logic to
v is f{v), denoted by R1. For R1, its bits related to primary
outputs are denoted by <R1: PO> and its bits related to FFs
are denoted by <Ri: FF>. When the first capture Ci is
conducted, <R1: FF> is loaded into all FFs to replace <v:
FF>, and <<v: PI>, <R1: FF>> becomes the input vector in
the second time-frame. The functional response of the
combinational logic to this input vector is f{<<v: PI>, <R1:
FF>>), denoted by R2. For R2, its bits related to primary
outputs are denoted by <R2: PO> and its bits related to FFs
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are denoted by <R2: FF>. When the second capture C2 is
conducted, <R2: FF> is loaded into all FFs to replace <R1:
FF>. Note that both R2 and R2 can be readily obtained
through logic simulation.

Also note that the values for the primary inputs remain the
same in both time-frames. This assumption is made since it
is usually difficult and costly to change primary input
values during the rated clock period between the first and
second capture pulses in the broadside clocking scheme for
a high-speed design.

3.3 DC-LCP X-Filling Problem Formalization

As shown in Fig. 8, <v: FF> is replaced by <R1: FF> when
the first capture C1 is conducted, and <R1: FF> is replaced
by <R2: FF> when the second capture C2 is conducted.
Obviously, if <v: FF> is different from <R1: FF> at some
scan FFs, capture transitions will occur at the outputs of
these scan FFs for C1 as shown in Fig. 9 (a). Similarly, if
<Ri1: FF> is different from <R2: FF> at some scan FFs,
capture transitions will occur at the outputs of these scan
FFs for C2 as shown in Fig. 9 (b).

v . v 3
<v: FF>{ Scan | <Ri: FF> <Ri: FF>| Scan | <R2: FF>
DN FF 0 ) FF 1
A A
| i
Ci C2
(a) Capture C1 (b) Capture C2

Fig. 9 Capture Transitions at a Scan FF.

Capture transitions at FFs has a strong correlation with
circuit switching activity [12], and thus capture test power
dissipation. Therefore, capture power reduction can be
achieved by reducing the number of capture transitions.
Note that not all FFs carry the same weight regarding to
power dissipation in practice. That is, capture transitions at
some FFs may cause more power dissipation than other FFs.
In this paper, it is assumed that all FFs have the same
weight. The case where FFs have different weights will be
considered in the future.

From Fig. 8 and Fig. 9, it is clear that capture transitions for
C1 and C2 are caused by the difference between <v: FF>
and <R1: FF> and the difference between <R1: FF> and
<R2: FF>, respectively. Therefore, capture transitions for
C1 and C2 can be reduced by making <v: FF> similar to
<R1: FF> and <R1: FF> similar to <R2: FF> as much as
possible. DC-LCP X-filling is used to achieve this goal by
properly assigning 0’s and 1’s to the X-bits in v, which is a
test cube with at least one X-bit.

The obvious requirement for DC-LCP X-filling is to reduce
capture transitions for C1 and C2 as much as possible. In
addition, the fact that two captures are involved makes it
necessary to conduct capture transition reduction in a
balanced manner with respect to Ct and C2. Therefore, the
DC-LCP X-filling problem can be formalized as follows:
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DC-LCP X-Filling Problem: Given a test cube v for a full-
scan circuit with respect to the broadside clocking scheme
as shown in Fig. 8, assign 0’s and 1’s to all X-bits in v so
that (N1 + N2) and |N1 — N2| are both minimized, where Ni
and N2 are the numbers of capture transitions for the first
capture C1 and the second capture C2, respectively.

3.4 DC-LCP X-Filling Algorithm

In Fig. 8, suppose that x is one bit in <v: FF> with respect
to a FF. Then, there must be one bit y in <R1: FF> and one
bit z in <R2: FF>, both with respect to the same FF as x. <x,
¥, z> is called a 3-bit-tuple in this paper. The circuit model
in Fig. 8 has n 3-bit-tuples since there are n FFs in the full-
scan circuit.

In addition, if v is a test cube with at least one X-bit, there
must be some X-bits in 3-bit-tuples for the circuit.
Depending on how X-bits appear, 3-bit-tuples can be
classified into 8 X-fypes as summarized in Table 1.

Table 1 X-Types

Typel# of X’s| <v: FF> <Ri: FF> <R2: FF> gm
1 0 b1 b2 b3 -
2 X b2 b3 Ci
3 1 b1 X b3 C1,C2
4 b1 b2 X C2
5 bt X X Ci,C2
6 2 X b2 X C1,C2
7 X X b3 C1,C2
8 3 X X X C1,C2

(b1, b2, b3: Oor 1)

Obviously, there is no need to consider any 3-bit-tuple of
Type-1 in DC-LCP X-filling. A 3-bit-tuple of Type-2
through Type 8 has at least one X-bit and it can be used for
capture transition reduction in DC-LCP X-filling.

Note that 3-bit-tuples of different types may reduce capture
transitions for different captures. For example, a 3-bit-tuple
of Type-2 in the form of <X, b2, b3> can only reduce
capture transitions for the first capture C1, and this is
achieved if the X-bit can take logic value b2. On the other
hand, consider a 3-bit-tuple <b1, X, b3> of Type-3 with b1 #
b3. This 3-bit-tuple can be used to reduce capture
transitions for C1 if X-bit takes logic value b1 or for C2 if X-
bit takes logic value b3. The type of information on what X-
type can reduce capture transitions for what capture is also
shown in the column “Target Capture” of Table 1.

In the following, the details of the DC-LCP X-filling
algorithm are described, starting with the general procedure
and an example in 3.4.1, followed by detailed discussions
of the three key operations in 3.4.2 through 3.4.4.

3.4.1 General Procedure

Fig. 10 shows the general DC-LCP X-filling procedure.
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START
v: test cube
(X-Type Determination for All 3-Bit-Tuples] @

N END
Fypes 232
Y

{ Target Capture Selection] @
Ci C2

{ Target 3-Bit-Tuple Selection| ®

Fig. 10 DC-LCP X-Filling Procedure.

@

®

The input to the DC-LCP X-filling procedure is a test cube
v with at least one X-bit, and the output is a fully-specified
test vector. The procedure consists of the following steps:

(1) X-Type Determination is conducted to determine the X-

types of all 3-bit-tuples. If only 3-bit-tuples of Type-1

exist, v is already a fully-specified test vector and the
procedure ends.

Target Capture Selection is conducted to determine

which capture, C1 or C2, should be targeted in the

current iteration of capture transition reduction. This is
to guarantee that capture transitions for C1 and C2 are
reduced in a balanced manner.

Target 3-Bit-Tuple Selection is conducted to pick up

one 3-bit-tuple that has at least one X-bit and that has

the highest possibility of successfully reducing capture
transitions for the capture determined at Step-1.

(4) X-Filling Operation uses assignment and justification
techniques to find proper logic values for the X-bits in
the test cube v so that necessary logic value(s) can
appear at the X-bit(s) in the 3-bit-tuple selected at Step-
2 in order to reduce capture transitions for the capture
selected at Step-1.

(5) Logic Simulation is conducted to spread the effect of
the newly determined logic values at X-bits in v to the
whole circuit. Obviously, the X-types of some 3-bit-
tuples may change because of this.

Clearly, the DC-LCP X-filling procedure shown in Fig. 10
handles one 3-bit-tuple in each iteration, and each iteration
consists of the above 5 steps. For a circuit of #» FFs as
shown in Fig. 8, there are n 3-bit-tuples. That is, at most »
iterations are needed in order to complete DC-LCP X-filling.
Since each iteration mainly consists of justification and
logic simulation operations, the run time of DC-LCP X-
filling is strictly under control, making it feasible to be used
in the proposed dynamic compaction procedure shown in
Fig. 6 for large circuits.

(©)

©))
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An example of DC-LCP X-filling is shown in Fig. 11. The
circuit under the original test cube v <X, X, 1, 0, X> is
shown in Fig. 11 (a). For this test cube, there are three 3-
bit-tuples: <1, 0, 0>, <0, X, 1>, and <X, 1, X>.

x 1 f x 1./
—fal c1
<y P]>{ X | N <y PI>{ X d L
—Z A —_— 2
v Lol m}ps0 S, A
<y FF>{ £, as b3 X [ I ) L,
~Xslas b Ly 1 c5  dap X,
R1: FF R2: FF
(a) Circuit under the Original Test Cube
S ¢ C2 V
{-—-—-—) at f b 0 {—1) clf i 1
<v: P> X o IF—> <v: P> X @
v 1 a3 b 0 a & 50
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(c) Circuit after Iteration-2
Fig. 11 Example of DC-LCP X-Filling.

Iteration-1:

As shown in Fig. 11 (a), there is one capture transition for

C1 but no capture transition for C2 with respect to <1, 0, 0>.

Capture transition information with respect to <0, X, 1> and
<X, 1, X> is unclear since X-bits are involved. As a result,
in order to achieve balanced capture transition reduction at
this stage, it is necessary to reduce capture transitions for
Ci. Although both <0, X, 1> and <X, 1, X> may serve this
purpose, <0, X, 1> is selected since it involves only one X-
bit, making it easier to bring 0 to the X-bit to reduce capture
transitions for C1.

Proper logic values needed for X-bits in v in order to bring
logic O to the X-bit in <0, X, 1> are found by justifying 0 on
b3. The result is logic 1 for the X-bit on a1 and c1. As
shown in Fig. 11 (b), the 3-bit-tuple <0, X, 1> becomes <0,
0, 1>, which causes no capture transition for C1. O
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Iteration-2:

As shown in Fig. 11 (b), there is one capture transition for
C1 with respect to <1, 0, 0> and one capture transition for
C2 with respect to <0, 0, 1>. Capture transition information
with respect to <X, 1, X> is unclear since X-bits are
involved. As a result, it is necessary to reduce capture
transitions for both C1 and C2. Here, <X, 1, X> is the only
3-bit-tuple to serve this purpose, requiring logic 1 to appear
on both X-bits in <X 1, X>.

Proper logic values needed for X-bits in v in order to bring
logic 1 to both X-bits in <X, 1, X> are found by assigning 1
to the X-bit on a5 and justifying 1 on d4. The result of
justification is logic 0 for the X-bit on a2 and c2. As shown
in Fig. 11 (c), the 3-bit-tuple <X, 1, X> becomes <1, 1, 1>,
which causes no capture transition for both C1 and C2. 1

As shown in Fig. 11, after two iterations of DC-LCP X-
filling, the original test cube v <X, X, 1, 0, X> becomes a
fully-specified test vector <1, 0, 1, 0, 1>.

In the following, details of three key operations in DC-LCP
X-filling: target capture selection, target 3-bit-tuple
selection, and X-filling, are described in 3.4.2 through 3.4.4.

3.4.2 Target Capture Selection

The DC-LCP X-filling method dynamically selects a target
capture in order to achieve a balanced reduction of capture
transitions for the first capture C1 and for the second
capture C2. The target capture selection heuristic is based
on the fotal estimated capture transition activity (TECTA),
which is calculated from existing capture transitions
(ECTs) and potential capture transitions (PCTs) as
illustrated in Fig. 12.

¥ ¥
1 Scan 0 X Scan 1
FF FF
A A
I |
CK CK
(a) ECT (b)) PCT

Fig. 12 Existing and Potential Capture Transitions.

An ECT is a capture transition in the case where a logic
value is loaded into a scan FF to replace a different logic
value. An example of ECT is shown in Fig. 12 (a). On the
other hand, a PCT is a capture transition in the case where a
value V2 is loaded into a scan FF to replace another value V1,
where either ¥1 or V2 or both are X-bits. An example of PCT
is shown in Fig. 12 (b).

The probability of an ECT to occur is 100%; while the
probability of a PCT to actually cause a real capture
transition is 50% if it is simply assumed that all related X-
bits in the PCT could take any logic value with equal
probability. Based on this observation, TECTA for capture
Ci (i = 1, 2), denoted by TECTAi, can be calculated as
follows:
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TECTAi = (# of ECTs for Ci) + (0.5 X (# of PCTs for Ci))

Generally, the capture with a higher TECTA is selected as
the target capture, since the number of capture transitions
for this capture is likely to be greater than that for the other
capture, and hence it needs to be reduced first. An example
is shown in Fig. 13, which has four 3-bit-tuples. In this case
C1 is selected since TECTA1 > TECTA2.

-

TECTA1 =25 TECTA2 =20

Fig. 13 Example of Target Capture Selection.

3.4.3 Target 3-Bit-Tuple Selection

Once a target capture is selected, it is necessary to further
select a target 3-bit-tuple that has at least one X-bit and that
has the highest possibility of successfully reducing capture
transitions for the selected target capture.

As shown in the example of DC-LCP X-filling in Fig. 11,
assignment and justification are used to determine logic
values for X-bits in a test cube v to make required logic
values appear at the X-bits in a 3-bit-tuple so that capture
transitions are reduced. Assignment is to set a logic value to
an X-bit in <v: FF> directly. Since any logic value can be
loaded to any scan FF in shifft mode for <v: FF>,
assignment is simple and always successful. On the other
hand, justification is to identify proper logic values for X-
bits in v to make required logic values appear at the X-bits
in <Rt: FF> or <R2: FF>. Obviously, justification can be
difficult and there is no guarantee that this operation is
always successful.

As a result, in target 3-bit-tuple selection, we first select a
3-bit-tuple that only needs assignment in X-filling. Only
when there is no such 3-bit-tuple, we select from 3-bit-
tuples that need justification in X-filling, based on a
heuristic measure. An example is shown in Fig. 14.

Xin Ri1: FF or R2: FF

Fig. 14 X-Bit Justification.

In Fig. 14, there is one X-bit on signal line s on which
justification is needed. Suppose that the level of s is Ls.
Also suppose that s can reach m X-bit signal lines s1, 52, ...,
sm corresponding to a test cube v, and that the levels of
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these signal lines are Lsi, Ls2, ..., Lsm. Here, levels are
assigned from the output side to the input side, and the
highest level is denoted by L.

Conceptually, it is evident that if more X-bit signal lines are
reachable from s and closer they are to s, then easier they
are to justify a logic value on s. Based on this observation,
the justification easiness (JE) of s, denoted by JE(s), is
calculated as follows:

=3 (L-| L;—- Lsi])

Obviously, the larger the value of JE(s), the easier the
justification of a logic value on s.

When it is necessary to select a 3-bit-tuple that needs
justification, we first select from 3-bit-tuples with one X-bit
in <R1: FF> or <R2: FF>. The JE value for the signal line
with the X-bit is calculated, and the 3-bit-tuple of the largest
JE value is selected. If there are only 3-bit-tuples that have
two X-bits in <R1: FF> and <R2: FF>, the sum of the JE
values for the signal lines with the X-bits is calculated, and
the 3-bit-tuple with the largest sum of JE values is selected.

3.4.4 X-Filling Operation

After a target capture and a target 3-bit-tuple are selected,
assignment and/or justification are conducted to determine
logic values for X-bits in a test cube v in order to make
required logic values appear at the X-bits in a 3-bit-tuple so
that capture transitions are reduced.

Note that justification may fail. For example, for 3-bit-tuple
<1, X, X>, the best choice is to make logic 1 appear at both
the X-bits. This choice is tried first by justification. If it fails,
we then try the next-to-best choice of making logic 1 appear
at the first X-bit and logic 0 at the second X-bit. If this
justification also fails, we then try to make logic 0 appear at
both X-bits. If this justification also fails, the last choice is
to make logic 0 appear at the first X-bit and logic 1 at the
second X-bit.

3.5 Practical Issues

3.5.1 Handling of X-Sources

In practice, a circuit may contain such X-sources as analog
blocks, memories, uninitialized FFs, multiple clock
domains, floating bus, inaccurate simulation models, etc.
These X-sources, as well as X-bits in a test cube, may result
in some X-bits in the corresponding test response at the
inputs of FFs.

Different from X-bits existing in a test cube, above-
mentioned X-sources are uncontrollable in that it is
impossible to set an X-source to any required logic value.
As a result, in the DC-LCP X-filling procedure, if justifying
a logic value at an X-bit in a test response ends up needing
to set a specific value at an X-source as the only choice, the
justification is considered unsuccessful.
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3.5.2 Application to Unconventional Scan Schemes

Conventional scan scheme uses one external scan input pin
and one external scan output pin for each internal scan
chain. Recently, some unconventional scan schemes, such
as OPMISR, VirtualScan, EDT, SoCBIST, etc., have been
proposed for reducing test data volume and test application
time. These scan schemes can be divided into two groups:
X-independent (OPMISR and VirtualScan) and X-
dependent (EDT and SoCBIST) according to if its fault
detection capability depends on the use of X-bits in a test
cube. Obviously, the DC LCP X-filling method readily
works with any X-independent scan scheme.

As for X-dependent scan schemes, an interactive approach
may be needed. That is, X-bits are first utilized to guarantee
the minimum fault detection capability. The remaining X-
bits are then used for detecting more faults or reducing
capture test power with the DC LCP X-filling method, as
long as the resulting test cube can be successfully
compressed. Test power analysis may also need to be
conducted in order to determine which type of reduction
should be targeted with X-bits: test size or test power.

4. Experimental Results

X-filling experiments were conducted on ISCAS’89 circuits
with an internally developed ATPG program for transition
delay faults. Table 2 shows the circuit statistics and X-bit
information in initial test cubes. An initial test cube is
generated for detecting a primary target fault, and its X-bits
are used in dynamic compaction for detecting secondary

target faults and reducing capture power dissipation.

Table 2 Circuit Statistics and X-Bit Information

Cirenit 1;’ ?Sf i [?: Fmtt«s X-Bits in initial test cubes
Ave. X-Bits | Max. X-Bits
s1423| 17 741 2290 63(69.7%)| 87(95.6%)
s53781 35 179 | 5980 | 173 (80.6%)| 201 (93.9%)
s9234) 19 | 228 | 10712 | 214 (86.4%)| 244 (98.8%)
s13207¢ 31 669 | 15440 | 658 (93.1%)| 699 (99.9%)
s15850| 14 597 | 18324 | 523 (85.6%)| 605 (99.0%)
s35932| 35 |1728 | 54044 | 1485 (84.2%) | 1758 (99.7%)
s384171 28 }1636 | 49342 | 1420 (85.4%) | 1648 (99.0%)
s385841 12 | 1452 | 55706 |1294 (88.4%) | 1455 (99.4%)
Table 3 shows the results of random X-filling in

conventional dynamic compaction as shown in Fig. 8. The
number of test vectors and fault coverage are shown under
“# of Vec.” and “Fault Cov.”. In addition, the average
number of capture transitions per test vector and the
maximum number of capture transitions for each circuit for
the first and second captures are shown under “# of Vec.”,
“Fault Cov.”, “Ave. Trans.”, and “Max. Trans.”,
respectively.

In order to conduct DC-LCP X-filling in the proposed
dynamic compaction as shown in Fig. 9, it is necessary to
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set an X-Limit for defining the percentage of original X-bits
in an initial test cube to be allowed for detecting secondary
target faults. When this X-Limit is reached, dynamic
compaction switches immediately to DC-LCP X-filling for
the remaining X-bits to reduce capture power dissipation.
Generally, the smaller the X-Limit, the more test vectors
will be generated since fewer secondary target faults can be
detected. However, the smaller the X-Limit, the higher the
capture transition reduction effect of DC-LCP X-filling will
be since more X-bits are available for this purpose.

Table 3 Results for Random X-Filling

Fault | 1st Capture 2nd Capture
Circuit | #°F | Cov
Vec. (% ) Ave. | Max. Ave. Max.
Trans. | Trans. | Trans. | Trans.
s14231{ 112 | 86.1 24 50 15 32
s5378| 214 | 88.9 89 106 49 72
s9234| 342 | 815 73 107 44 76
s13207| 330 | 79.8 | 264 324 196 281
s15850| 187 | 69.9 | 171 251 126 182
s35932) 45 | 84.7 | 897 991 809 964
s384171 221 | 98.0 | 504 668 407 506
s38584| 410 | 82.6 | 437 813 331 766

Extensive experiments on ISCAS’89 circuits have revealed
an interesting fact that the number of test vectors will not
grow too much if X-Limit is greater than a certain value,
which can be as small as 20%. Fig. 17 shows partial
experimental results on three largest ISCAS’89. This fact is
very useful in achieving a good capture transition reduction
effect while keeping a test vector set compact.

1200

® $35932

1000 - -

300 @ s38417

#of @ 538584
Test 600

Vectors

400
200

i | : T n T T r——

5 10 15 20 25 30 45 50 55 --- 100

X-Limit
Fig. 17 Impact of X-Limit.

Table 4 shows the results of DC-LCP X-filling in the
proposed dynamic compaction flow (X-Limit = 20%) as
shown in Fig. 9. The meanings of the columns in Table 4
are the same as Table 3, except that Table 4 also shows
CPU time.

Comparing the experimental results for random X-filling in
Table 3 and for DC-LCP X-filling in Table 4, it can be seen
that on average, DC-LCP X-filling achieved 52.4% and
41.5% reduction on average and maximum capture
transition for the first capture, respectively, and 39.7% and
24.6% reduction on average and maximum capture
transition for the second capture, respectively, in a balanced
manner and without any fault coverage degradation. The
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cost was a slightly larger test vector set. It was possible to
keep the number of test vectors unchanged by increasing X-
Limit, which led to roughly 1/4 lower reduction effect.

Table 4 Results for DC-LCP X-Filling

. Fault { 1st Capture 2nd Capture CPU
Circuit| yee. %% Ave. | Max. | Ave. | Max. égcm;
Trans. | Trans. | Trans. | Trans. )

s1423| 135 | 86.1 17 32 9 27
s5378 | 248 | 78.8 42 63 32 57 7
$9234| 350 | 81.5 38 71 37 74 88
s13207| 356 | 79.8 } 138 | 202 | 144 250 66
s15850| 220 | 69.9 56 | 119 63 116 236
s35932] 72 | 847 | 295 | 714 | 297 716 146
s38417] 227 | 98.0 | 273 | 421 | 263 404 149
s38584| 444 | 826 | 165 | 269 | 151 274 | 1427

5. Conclusions

This paper addressed a new test power reduction problem,
i.e. reducing capture power dissipation to lower the risk of
yield loss caused by faulted test responses in capture mode
for scan-based at-speed testing with the broadside clocking
scheme. A novel double-capture low-capture-power (DC-
LCP) X-filling method has been proposed for
algorithmically assigning 0’s and 1’s to X-bits in a test cube
in order to reduce the switching activity at FFs for the
resulting fully-specified test vector. Experimental results
have shown the effectiveness of the method, which can be
easily incorporated into any test generation flow to achieve
capture power reduction without any area, timing, or fault
coverage impact in reasonably short CPU time.

Further evaluation is in progress to assess the effect of DC-
LCP X-filling directly through power consumption instead
of switching activity at FFs although it is evident that they
have a strong correlation. Research for an algorithmic
method to determine a proper value for X-Limit in order to
balance test set size reduction and capture power reduction
in dynarmic compaction is also under way.
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