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Abstract

This paper is concerned with the parametrization of all the decentralized stabilizing controllers. The auxiliary diagonal system,
which is defined by the diagonal elements of Bezout factors, plays important roles in the parametrization of decentralized
controllers. This paper gives an explicit characterization of the auxiliary system.

Key words: Decentralized control, Coprime factorization, Parametrization, State-space realization, Transfer functions

1 Introduction

This paper is concerned with the parametrization of all
the decentralized stabilizing controllers.

For centralized control systems, the parametrization of
all stabilizing controllers is proposed by Youla et al.
(1976). The parametrization has brought us great ad-
vantages in progress of control theory. It clarifies the
structure of stabilizing controllers and the restrictions
on the performance. It also helps the derivation of H,
controllers [6,5,7], and the derivation of the conditions
for the strong stabilization problem and the simultane-
ous stabilization problem [18], etc. The parametrization
helps to develop design procedures not only for prob-
lems with frequency domain specifications but also for
those with time domain specifications. Boyd and Barratt
(1991) propose to design a free parameter Q(s), which
appears affinely in the parametrization, by the convex
optimization. It should be noted that the state space rep-
resentation of the Bezout factors [12] has also achieved
the progress in control theory.

For the decentralized control systems, the decentralized
Bezout identity and its stable factors, called “d-coprime
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Email address: sebe@ai.kyutech.ac.jp (Noboru Sebe).
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CNRS was sponsored by the Japanese Ministry of Education,
Science, Sports and Culture.

factors,” have been proposed [9,4]. The decentralized
Bezout identity has a special structure and the diago-
nal parts of the coprime factors represent the auxiliary
diagonal system. With this auxiliary diagonal system,
parametrizations of decentralized controllers have been
also proposed. Although the decentralized Bezout iden-
tity and the auxiliary diagonal system play important
roles in the parametrization of decentralized controllers,
the explicit characterization has not been given.

From the viewpoint of controller design, the character-
ization of the auxiliary diagonal systems is very impor-
tant. Unlike the centralized case, there are no practi-
cal methods to design decentralized controllers based
on the parametrization. The first reason is that there
are constraints on the parameters. The second reason is
that the connection between the d-coprime factors and
their state space representation is not clarified. Thus,
there are no computer-oriented computational methods
for the parametrization of decentralized controllers.

In this paper, a state space representation of decentral-
ized stable factors is given and the characteristics of the
diagonal parts of the decentralized stable factors, i.e.,
the auxiliary diagonal systems are clarified.

Notation.

In this paper, static matrices are used in state space rep-
resentations of transfer function matrices. And transfer
function matrices themselves are also used in this paper.
For the sake of simplicity, the variable s is dropped in
many cases. To avoid misunderstanding, matrices A, B,
C, D, E, F, I and O denote static matrices (especially
I and O denote an identity and a zero matrices respec-
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Fig. 1. Decentralized control system
tively) and the other matrices denote transfer function

matrices throughout this paper.

2 Preliminaries

This paper considers the decentralized control of a linear
time-invariant plant P(s) with n control channels given
by

i=1
yi=Ciz+ Y Dyuj, (i=1,...,n) (2)
j=1

where x, u; and y; are the state, the i-th local inputs
and the ¢-th local outputs of the plant, respectively. In
this paper, packed matrix forms are used to represent
realizations of systems, and the above realizations are
represented by

The decentralized control problem is to find n local con-
trollers

Api| Bri
Ki(s) = 04‘7 L =1,....n) (4)
ki | Dii

to stabilize the given plant.
If a decentralized controller K (s), defined as
K:diag{KlaK%"-vKn}v (5)

stabilizes the given plant P(s), then, obviously P(s) and
K (s) have the doubly coprime factorization [18]. Fur-

thermore, according to the structure of the decentral-
ized stabilizing controllers, some of the doubly coprime
factorizations can be given as

P=NM"1'=M"N, (6)

K=Xy '=vX, (7)
Y-X|| MX]| |IO0 ®
N M||-NY o1

where

X =diag {X1, Xo,..., X}, (9)

Y:dlag {Y17Y277Yn}> (10)

X:dla’g {X13X2a7Xn}7 (11)

Y =diag {Y1,Ys,...,Y,}. (12)

As the coprime factors of K (s) have the diagonal struc-
tures (9)-(12), the next lemma holds.

Lemma 1 [4] The coprime factors in (8) also satisfy

10
o1

; (13)

Yy -X My X
Ny, Mg | |-N; YV

where N, M, N and M are partitioned according to the
sizes of inputs and outputs, and

Nd:diag {Nu,NQQ,...,Nnn}, (14)
Md:diag {Mu,M227...,Mnn}7 (15)
Nd:diag {Nll,NQQ,...7Nnn}, (16)
My =diag { My, Mag, ..., My, }. (17)

Date and Chow (1994) call this doubly coprime factor-
ization as “d-coprime factorization.” With this doubly
coprime factorization, they give a parametrization of
decentralized stabilizing controllers, and show the con-

nection to the other attempts on the parametrization
[10,9,13].

To show the importance of Ny, My, Nd, Md, another
parametrization of decentralized controllers is reviewed
here.

Lemma 2 [15] All the decentralized controllers which
stabilize the given plant P(s) are parametrized as

(TY — QNa)  (TX + QMy), (18)
where

det(TY — QNy) £ 0,
T+QReU, T.0eD)’



and
R= NM,;— MN,. (20)

(U denotes the set of unimodular matrices and D denotes
the set of stable block diagonal transfer function matri-
ces.)

Definition 3 For given P(s) and K (s), define the aux-
iliary diagonal system Py(s) as

Py=NgM;' (= My 'Ny), (21)
where Ny, My, Ng, My are defined in (14)-(17).

The auxiliary system Py(s) plays an important role in
the parametrization of decentralized stabilizing con-
trollers given by Lemma 2. If the parameter 7" is fixed as
T = I, then (18) becomes a parametrization of decen-
tralized controllers which stabilize the auxiliary system
P;(s). And the constraint (19) becomes I + QR € U,
which is the condition for the simultaneous stabilization
(Vidyasagar, 1985). Thus the constraint (19) ensures
that decentralized controllers stabilize both the actual
system P(s) and the auxiliary system Py(s) simultane-
ously.

It is easy to see that ||Q« < (|[R]leo) ™! is a sufficient
condition for I + QR to be an unimodular matrix, where
| loo denote the Hoo-norm of (-). Thus, under the above
condition on @, it would be able to tune @ similarly to
the convex optimization methods for centralized control
systems. Note that this procedure designs controllers for
the auxiliary system Py(s). The auxiliary system Py(s)
would be important for decentralized controller design.

Date and Chow (1994) shows that P4(s) is uniquely de-
termined by given P(s) and K(s). But what is the sys-
tem Py(s)? Does Py(s) have a real meaning? The char-
acteristics of the auxiliary system P;(s) has not been
clarified yet. The reasons are

e The auxiliary system P(s) is defined not only by the
given P(s), but also an initially given decentralized
controller K (s).

e The definition of Py(s) is complicated, extracting the
diagonal elements from the coprime factors and re-
constructing the system as a fraction of the elements.

The purpose of this paper is to reveal the property of
the auxiliary system Py(s).

3 Main Results

Definition 4 For given P(s) and K(s), define the auz-
iliary systems H;(s) as transfer functions from u; to y;,

K. O
O Ki

Y Py —Y
K¢+1 (@)
0 K,

Fig. 2. Block diagram of H;(s)

where all the local loops are closed by K (s) except the i-
th loop. The block diagram of H;(s) is shown in Fig. 2.
With the systems H;(s) (i = 1,...,n), let us define the
system H(s) as
H:dlag {Hl,HQ,,Hn} (22)
In most designs of decentralized control systems, espe-
cially in design procedures called “independent designs,”
controllers are designed for “non-interactive models”
of plants, which consists of decoupled subsystems. For
these design procedures, it is very important to evaluate
the effect from the other loops to ensure the stabil-
ity and/or the robust stability of closed-loop systems.
Thus, the many classical and modern design procedures
[14,1,8,17] use H;(s) to analyze the (robust) stability of
closed-loop systems. Furthermore, these design proce-
dures also use the (robust) stability conditions on the
difference between H;(s) and Py;(s) as design specifi-
cations for each local loop. With the additional design
specifications, designed controllers (robustly) stabilize
the given plant. The auxiliary system H (s) is important
for designs of decentralized controllers.

Theorem 5 For a given plant P(s) and a decentralized
stabilizing controller K (s), let us define the auziliary sys-
tems Py(s) and H(s) as (21) and (22) respectively. Then,

Pi(s) = H(s). (23)

PROOF. See Appendix.

Now, let us discuss about designs of decentralized con-
trollers based on the parametrization, and the meaning
of Theorem 5. Date and Chow (1993) have suggested
the direction of design of decentralized controllers based
on the parametrization shown in Lemma 2. The proce-
dures are basically designing local controllers for each
subsystems of P;, and are placed in the “independent



design.” Unlike the ordinary (one-shot) “independent
design” procedures, the design procedures based on the
parametrization would be iterative design procedures,
i.e., updating decentralized controllers iteratively. There
have been some researches on the iterative independent
design procedures (Date and Chow, 1994; Miyamoto and
Vinnicombe,1997; Sebe,1998).

On the other hand, Theorem 5 shows that the Py is the fi-
nal step of a sequential design, i.e., the design procedures
using Py are deeply concerned with the ’sequential de-
sign.” According to these facts, Theorem 1 might be the
key result to connect the independent and the sequential
design procedures, even though these two design proce-
dures are much different from each other. Consequently,
based on Theorem 5, an iterative independent design
procedure is proposed as a unification of these two de-
sign procedure [16]. This unified approach includes both
the independent and the sequential design procedures as
special cases of it. Furthermore, a modification of the it-
erative independent design procedure is also considered
to take into account the H., performance specifications
[16].

The other contribution of Theorem 5 is the reduction
of computational complexity and the improvement of
accuracy on computation of Py. As shown in the proof of
Theorem 5 and the numerical example, the calculation
of Py by coprime factorization requires the reductions of
unobservable modes. From the viewpoint of numerical
computations, such reductions are not preferable. This
numerical problem can be avoided by Theorem 5.

4 Numerical Example

In this section, a numerical example is given to verify
the result. Let a given plant P(s) and a decentralized
(static) stabilizing controller K (s) be

_ . »
P(s)= (571)2(572) (571)8(572) ,
L (s—=1)(s=2) (s—1)(s—2)
(10
K(s) = )
104

From Definition 4, H;(s) and H(s) are

s+1 s+1

Hl(s): s2 4542’ H2(2): s2—-25s—1"

Assume the d-coprime factors of K (s) be

X = X =diag{1,4}, Y =Y =diag{1,1}. (25)

Then, the d-coprime factors of P(s), which satisfy Be-
zout identity (8) are given by

[ s2+s+2 1 7]
s24+2s5+3 5242543
M —8 s2—2s—1

s242s+3 5242543
| = . (26)

s+1 —1
N s24+2s5+3 5242543

2 s+1
L s2425+3 5242543 4

Extracting the diagonal elements from the above co-
prime factors, the elements of the auxiliary diagonal sys-
tem Py(s) are given by

- s+1

Nl = N
_ s+1

Noz M, = Z 951 (28)

The systems (27) and (28) are identical to H;(s) and
Hj(s) in (24) respectively. Please note that the stable
unobservable modes —1 + v/2i, which correspond to the
poles of the closed-loop system, are reduced in (27) and
(28). Theorem 5 enables to avoid the cancellations in the
calculations of H,(s).

5 Conclusion

An explicit characterization of auxiliary diagonal sys-
tems which appears in the decentralized coprime factors
is given in this paper. This characterization will provide
additional insights into the parametrization of decen-
tralized controllers.

The result also brings advantages in computational as-
pects, such as the reduction of computational complex-
ity and the improvement of accuracy.

Acknowledgements

The author would like to express his sincere gratitude to
Jacques Bernussou for his support.

References

[1] M. Araki and O. I. Nwokah. Bounds for closed-loop transfer
functions of multivariable systems. IEEE Trans. Automatic
Control, AC-20(10):666-670, 1975.

[2] S. P. Boyd and C. H. Barratt. Linear Controller Design;
—Limits of Performance-. Prentice Hall, 1991.

[3] R. A. Date and J. H. Chow. A parametrization approach
to optimal Hs and Heso decentralized control problems.
Automatica, 29(2):457-463, 1993.



[4] R. A. Date and J. H. Chow. Decentralized stable factors and
a parameterization of decentralized controllers. IEEFE Trans.
Automatic Control, 39(2):347-351, 1994.

[5] J. C. Doyle, K. Glover, P. P. Khargonekar, and B. A.
Francis. State-space solutions to standard Hs and Heoo
control problems. IEEE Trans. Automatic Control, 34:831—
847, 1989.

[6] B. A.Francis. A Course in Hoo Control Theory, volume 88 of
Lecture Notes in Control and Information Sciences. Springer-
Verlag, 1987.

[7] K. Glover, D. J. N. Limebeer, J. C. Doyle, E. M. Kasenally,
and M. G. Safonov. A characterization of all solutions to the
four block general distance problem. SIAM J. Control and
Optimization, 29(2):283-324, 1991.

[8] P. Grosdidier and M. Morari. Interaction measures for

systems under decentralized control. Automatica, 22(3):309—
319, 1986.

[9] A. N. Giindes and C. A. Desoer. Algebraic Theory of Linear
Feedback Systems with Full and Decentralized Compensators,
volume 142 of Lecture Notes in Control and Information
Sciences. Springer-Verlag, 1990.

[10] V. Manousiouthakis. On parametrization of all decentralized
stabilizing controllers. In Proceedings of American Control
Conference, pages 2108-2111, 1989.

[11] S. Miyamoto and G. Vinnicombe. Robust decentralized
control design based on coprime factorization representations
and LMI optimization. Proceedings of SICE ’97, pages 1007—
1012, 1997.

[12] C. N. Nett, C. A. Jacobson, and M. J. Balas.
A connection between state-space and doubly coprime
fractional representations. IEEE Trans. Automatic Control,
29(9):831-832, 1984.

[13] A. B. Ozgiiler.
fractional approach.
35(10):1109-1117, 1990.

[14] H. H. Rosenbrock. Design of multivariable control systems
using the inverse Nyquist array. Proceedings of IEE,
116(11):1929-1936, 1969.

[15] N. Sebe. Decentralized Heo controller design. In Proceedings
of 87th IEEE Conference on Decision and Control, pages
2810-2815, Dec 1998.

[16] N. Sebe. A unified approach to decentralized controller
design. In Proceedings of 42nd IEEE Conference on Decision
and Control, pages 10861091, Dec 2003.

[17] S. Skogestad and M. Morari. Robust performance of
decentralized control systems by independent designs.
Automatica, 25(1):119-125, 1989.

[18] M. Vidyasagar. Control System Synthesis: A Factorization
Approach. MIT Press, 1985.

[19] D. C. Youla, H. A. Jabr, and J. J. Bongiorno Jr.
Modern Wiener-Hopf design of optimal controllers, Part II;

multivariable case. IEEE Trans. Automatic control, AC-
21(3):319-338, 1976.

Decentralized control: A stalbe proper
IEEE Trans. Automatic Control,

Appendix

Lemma 6 Assume state space representations of the
given systems are

Ax| By AlB
K(s) = . P(s) = . (29)
Cre | Di c|p

And~ let a realization of the left coprime factors of K(s)
(=Y71X) be

| Av—FRclF =B - F.D
[Y X]: k k k‘ k (k k k)
—Cy ‘I Dy

o (30)

where A, — F,Cy, is a stable matriz. Then, a realization of
the right coprime factors of the givem plant P(s)

which satisfy Bezout identity
YM+ XN =1, (31)

are given by

A—BE"'D,C —BE'C, BE!
By,E-'C A, — ByDE'Cy|—F) + B,DE!
—E-'D,C e E-1 ’
E-1C —DE1Cy, DE!
(32)
where
E=I+DyD, E=I+DD, (33)

Note that this lemma is an extension of the result in Nett
et al. (1984).

Proof of Theorem 5. Date and Chow (1994) have al-
ready mentioned that the d-coprime factors (8)-(17) are
unique except the multiplication of block-diagonal uni-
modular matrices. As any block-diagonal unimodular
matrices do not alter the auxiliary system Py(s), Py(s) is
uniquely determined by the given plant and its stabiliz-
ing decentralized controller. Thus, the proof of Theorem
5 is only to perform the calculation shown in Date and
Chow (1994) by state space representations, and to show
that the auxiliary system Py(s) is identical to H(s). For
the sake of simplicity, we will develop the results for a
2-channel system. Results for the n-channel systems can
be derive analogously, and hence, will be omitted here.

Let us assume

Apn O |Bpn O

0O A O B

K(s) = = = 21 39
Ci | Dy, Cri O |Dp1 O

O Cr2| O Dy




Ps) = | 22 (3)
S == prd
C|D
Let us also assume
Fy, = diag{ Fk1, Fya}, (36)

where Ay; — F};Ch; are stable matrices.

From Lemma 6, the right coprime factors of the given
P(s), which satisfy (8), can be given by (32). Extracting
the (1,1) blocks from M and N, the state space repre-
sentation of My; and Ny is

correspond to the eigenvalues of Ay; — Fy;Crj (j # 1),
but also the stable pole-zero cancellations which corre-
spond to the poles of the closed-loop system. From the
viewpoint of numerical computations, such a reduction
is not preferable. This numerical problem can be avoided
by Theorem 5.

[ I
A—BE-'D,C  —BE"'Cj BE-! .
~ Fiy I
BkE_lC Ay —BkDE_le — —I—BkDE_l
an] B 0]
N I
H —[I O|E~'D,C —[I O|E~'C} I O|E~! 0]
- I
I O|E-'C —[I O|DE-'Cy| [I O|DE~! [O]
Then, the state space representation of Ny M 1_11 is given
by
[ -1 1 I |
A~ ByEy! DyCo o —ByE3' Cro B
—FE5 DyoDoy
NuM;' = * Ag1 — F1Cra * * (37)
BioEy,' Cy 0 Apa — BraDag B3y Cro BioEqy Doy
| C1 — D12E521Dk2C2 0 —D12E5210k2 Dy — D12E521Dk2D21 ]

where

Eyy =1+ DyaDay, Eap =1+ DyyDps. (38)
Neglecting the unobservable modes associated with the

eigenvalues of Ax; — Fj1Cl1, (37) can be reduced to

A — ByEgyy' DyaCo — BBy Cra By — ByFyy' Dya Doy
Ny Myt = BioEyy' Cs Apa — BraDay B3y Cho BioEqy Doy
Cy — D12F5y' Do Cs —D12E5, Cro ‘Dn — Dy9Egy' Do Doy

It is easy to verify that the realization (39) is identical
to that of Hy(s). Similarly, N22M2_21 = Hs(s) holds. W

It should be noted that the above calculation requires
not only the reduction of the unobservable modes which
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Abstract

This paper is concerned with decentralized control problems. There are two typical procedures to design decentralized con-
trollers, ‘independent’ and ‘sequential’ design procedures. As the concepts and the techniques in these two approaches are too
different from each other, there have been no attempts to unify these approaches. This paper proposes an iterative independent
design procedure for decentralized control systems, which is a unified approach to these conventional approaches.

Key words: Decentralized control, Multivariable control systems, Coprime factorization, Parametrization, Ho, control,

Interactions, Structured singular value.

1 Introduction

Decentralized control systems are the systems with the
constraints on the controller structure. This paper fo-
cuses on the decentralized control systems with block
diagonal controllers. To design decentralized controllers,
there are two typical procedures called ‘independent’
and ‘sequential’ design procedures. Although there are
some attempts to design decentralized controller base
on matrix inequality approaches (Zhai et al., 2001;
D’Andrea and Dullerud, 2003; Ebihara et al., 2004),
these two design procedures are still very useful for the-
oretical analysis and practical design for decentralized
control systems. In this paper, a unified approach of
these two design procedures is proposed.

The independent design procedure constructs local con-
trollers for corresponding local subsystems or diagonal
approximation of the given plant. Each local controller
is designed independently to the other local controllers
(Rosenbrock, 1969; Araki and Nwokah, 1975; Grosdidier
and Morari, 1986; Skogestad and Morari, 1989). Gen-
erally, the procedure only uses local loop information,
thus designed controllers might be simple and easy to
tune. Furthermore, the complexity of controllers is pro-
portional to that of local subsystems. On the other hand,
it is not easy to attain the best performance.

In the sequential design procedure, local loops are closed
step by step (Davison and Gesing, 1979; Bernstein, 1987;

Email address: sebe@ai.kyutech.ac.jp (Noboru Sebe).

Chiu and Arkun, 1992). Each local controller is designed
with the information of previously designed local con-
trollers. Thus, the sequential design would attain better
performance than independent design does. The draw-
back is complexities of local controllers. The later the lo-
cal controller is designed, the more complex it becomes.

As the concepts and techniques in these two approaches
are too different from each other, there have been no at-
tempts to unify the approaches. In this paper, an itera-
tive independent design procedure for decentralized con-
trol systems is proposed. The proposed procedure has
parameters to balance the difficulty and significance of
local loops. With particular selections of these parame-
ters, both the independent and sequential design proce-
dures can be implemented. Furthermore, a modification
to Ho, controller design is also discussed in this paper.

This paper is organized as follows. In Section 2, a
parametrization of plants and controllers are stated. In
Section 3, the stability condition with balancing weights
is derived. Section 4 contains the proposed design pro-
cedures with balancing weights. Design examples are
given in Section 5.

Notations. My denotes the block diagonal part of a
matrix M, where the block diagonal structure is com-
patible with a decentralized controller. (M) denotes
the maximum singular value of a matrix M. pa (M) de-
notes the structured singular value of a matrix M with
respect to the block diagonal structure A (Doyle, 1982).



Throughout this paper, the diagonal structure A is same
as that of a decentralized controller, and A is dropped
in many cases for the sake of simplicity. For matrices M
and N partitioned as M;;, N;j, (4,5 = 1,2), the upper
linear fractional transformation (LFT), the lower LFT,
and the star product of M and N are defined as

Fu(N, M) = Nog + Noy Moo (I — N11 Maz) ™' Nya,
Fi(M,Ny1) = Myy + MyaNyy (I — MagNyy) ™ My,
M N

Fi(M, Ni1)

B [ Mo (I —Nyy Mag) ™!
Ny (I—MsyNyqp) ™t My

lel
Fu(N, Myy) ’

respectively. The inverse LET of M is also defined as

_ o1 o1
M:
10 10
o1 o1
Note that M x M~ = , M—x M =
10 10

RHo denotes the set of stable transfer function matri-
ces, and ||G($)|leo denotes the Hoo norm of G(s).

2 Preliminaries

In this section, some basic results concerned with the
parametrization of stabilizing controller are given.

Lemma 1 (Youla et al., 1976) For a given plant P, there
exists K4 such that all the controllers which stabilize P
are pammetmzed as {K|K = F1(K4,Q),Q € RHoo}-

Corollary 2 If a controller K is given, then there exists
P, such that all the plants which are stabilized by K are
parametrized as {P | P = F,(P;,R),R € RHoo}.

Then, we have the following theorem.

Theorem 3 Let P and K be a given plant and its sta-
bilizing controller, respectively. Then there exist Py and

K, such that

(i) The (1,1) element of K, is K and Ky gives the
parametrization of all the controllers in Lemma 1.
(i) The (2,2) element of Py is P and P, gives the
parametrization of all the plants in Corollary 2.
(iii)

o1
Pyx Ky =

1o (1)

PROOF. Suppose a doubly coprime factorization
(Vidyasagar, 1985) of P and K over RH . is given by

Y —-X||DX I0 @
-N D||NY oI
P=D'N=ND!, K=Y'X=Xxy L (3)

Then, one of the pairs (P,, K;) which satisfy the three
conditions is given by

K Yy-!
K, = .
y-1 —Ny-!

» Ky (4)

B —XD-t p-1
g D' P

3 Main results

In this section, the parametrization of all decentralized
stabilizing controllers is reviewed, and the stability con-
dition for decentralized control systems is derived.

Let us consider a block diagonal decentralized controller,
K:diag{Kl,Kz,...7Kn}. (5)

If a decentralized controller K stabilizes a given plant P,
then a doubly coprime factorization (2) exists. Accord-
ing to the structure (5), we can choose the factors of K
n (2) to be block diagonal. Then, the next lemma holds.

Lemma 4 (Date and Chow, 1994) Let P and K be a
given plant and its decentralized stabilizing controller,
and their doubly coprime factorization be given by (2),

(3), where the coprime factors X, Y, X, Y are block
diagonal. Then the coprime factors in (2) also satisfy

Dy X
N Y

10

o1 (6)

Yy —-X
~Na Dq

Let us define the auxiliary plant H as

H = NyD;' = D7'Ny. (7)
This auxiliary plant H plays very important role in the
parametrizations of decentralized stabilizing controllers
(Manousiouthakis, 1989; Gilindes and Desoer, 1990;
Ozgiiler, 1990; Sebe, 2004). With this auxiliary plant,
we have the following theorem.

Theorem 5 Let P and K be a given plant and its de-
centralized stabilizing controller. Assume H be defined by
(7). Then there exist P, and K, which satisfy the condi-
tions below.



(i) The set {K|K = Fi(K,, Q),Q € RHoo} gives the
parametrization of all the controllers which stabilize
H.
(i) The set {P|P = F,(Py,R),R € RHoo} gives the
parametrization of all the plants which are stabilized
by K.
(i1t) Py and K, have the forms that

* %k K *
*Hl, Kg:[**] (8)

where all the elements denoted by * are block diago-
nal. Furthermore, Py and K, satisfy (1).
(iv) There ezists R € RHoo such that

P_

g =

P=F,P,,R), Rq=0. (9)

PROOF. With the coprime factors defined in (6), P,
and K, which satisfy the conditions (i), (ii) and (iii) can
be given by

K y!
Py = -1 _proy—1
Y —NgY

.(10)

~-XD;' D7t o
~ ) g9 —
D' H

From (1), (2) and (6),

R=F,(P;,P)=FuK,, P)
=—N,Y '+ Y IND YUY !XND Yy !
= —NY P4 YTIN
= —NgY 1 (YD~ XN) + (DgY — NgX)Y ' N
=—NgD +D4N (€ RHo). (11)

From (6) and the diagonal structure of Ng and Dy,
Ry = —NdDd + Dde =0. (12)

This completes the proof. O

The matrix K, gives the parametrization for the auxil-
iary plant H, not for the real P. Accordingly, unlike the
centralized case in Boyd and Barratt (1991), a candidate
controller F;(K,, ()) does not always stabilize P. Thus,
we have to clarify the stability conditions.

Theorem 6 Suppose P; and K, are defined in Theo-
rem & for a given P and K. Let Py; consist of elements of
P, corresponding to the i-th local loop. Let unimodulars
U andV be

U:diag{Ul, UQ, .
V =diag{Vi,Va, ..

- Un}s (13)
Vb, (14)

Fig. 1. Closed loop system with P and K

which have diagonal structures con}pat}'ble wz'thAK. Then,
a candidate controller K = diag{ K1, Ko, ..., K,} stabi-
lizes the given plant P if Fi( Py, K}) € RHo and

o (U7 ) FPraliw), K () Vi ()

<1/r(w) (Vw, Vi), (15)
where
r(w) = p(V(jw)R(jw)U (jw)) (16)
R =F., (K, P) (17)

PROOF. By applying the small gain theorem to the
system shown in Fig. 1 and taking account of the block

diagonal structures of P, K, U and V', a stability con-
dition can be derived as

7 (U () F(Py (), R (jw)V (o))
<p~H (V(w)R(jw)U (jw) . (18)

Furthermore, as from the diagonal structure,

c-r(U*lfl(Pg,f()V*)

= max (U7 Fil Py, KV (19)

The stability conditions (15) can be regarded as robust
stability conditions for the perturbed local systems de-
fined as

Fu (Pyi, VAU, (20)

where A; are virtual uncertainties and &(A;(jw)) <
r(w) for all w. Considering the virtual diagonal uncer-
tainty {Aq,..., A, } instead of the actual uncertainty R,
Theorem 6 divides the overall stability condition into n



individual local robust stability conditions. This enables
us to design local controllers independently.

In Theorem 6, the U and V act as weights to balance
the difficulty and significance of local loops, as in Sebe
and Kitamori (1995). Here, brief explanation about the
‘balancing weights’ U and V is given. With V' = I and
U = I, the stability conditions are

(Fi(Pyi, Ki)) < 1/u(R)
for all local loops. Let us modify U to
(J #9),

where b > 1. Please note that

Ug=bl, U;j=1I
w(R) < p(Rp) < p(b- R) =b- p(R),

where R, = V RU. Then the stability conditions become

3(Fi(Pys, Kj)) < 1/p(Ry) (< 1/u(R))
(Fi(Pyis Ki)) < b/pu(Ry) (= 1/n(R)).

(U #1),

The above inequalities imply that the virtual uncertainty
of i-th local loop becomes smaller while those of the other
local loops become larger. In other words, we can de-
sign K; with less consideration of robustness against the
virtual uncertainty. In Section 5, the numerical example
demonstrates the advantage of the balancing weights.

However, the stability condition (15) depends on P, i.e.,
on H. As mentioned before, there exist decentralized
controllers which stabilize P but do not stabilize H. This
fact indicates that we have to find a preferable P, for
designing controllers. Accordingly, in the next section,
iterative design procedures which systematically update
P, are proposed.

4 Design procedure

In this section, an iterative design procedure base on
Theorem 6, is stated below. Here, P;, U and V are not
assigned explicitly. In subsection 4.1, the particular se-
lections of U® and V® to implement the conventional
independent and sequential design procedures are given.
In subsection 4.2, with the modification to Py, a design
procedure for standard H., control problem is given.

Design procedure.
Let © denotes the variables used at the I-th iteration.

(i) Assume that a decentralized stabilizing controller
K exists and is given.

10

(ii) With K, choose Pg(l), K ;l) which have the diago-
nal structure defined by (8) and satisfy

o1 KO &

10

KO —

’ g9

l ) _
P KD =

] . (21)

* *

Also choose diagonal unimodulars U® and V.
(iii) Design local controller Ki(H'l) for each perturbed
local system given by (20).
(iv) If K+ attains sufficient performance, stop the
procedure. Otherwise go to (ii).
4.1 Unification of independent and sequential designs
Let us discuss about the conventional independent de-
sign. The stability conditions in Grosdidier and Morari
(1986) and Skogestad and Morari (1989) can be derived
by choosing the pairs (Pg(o), K_(SO)) and (U, V() as

O Py O Pt

PO = , K9 = 4, (22)
I Py I —I

U =1, VO =1, (23)

(Strictly, Pq must be a unimodular.) Note that the above
choice of (Réo),Kéo)) means that K(®) = O (zero ma-
trix), and the plant P is modeled as the nominal model
P4 with the multiplicative uncertainty R(®). The inde-
pendent design procedures proposed in those papers de-
sign decentralized controllers for the above perturbation
model. Conversely, with (22) and (23), the first itera-
tion of the above design procedure is exactly same as the
conventional independent design procedures.

Now, let us consider the other particular selection below.

po—|* " (24)
g « HO |’

vl =1, UV =el (j+#1i), (25)
(1) o _ oy

Vil=1, V) =el (j#9), (26)

where H® is defined by (7) with P and K, and (>
0) is sufficiently small. Let QZ be the parameter which
represents the candidate of i-th local controller Ki, ie.

K= F(ED,Q) or Qi=F(ED)K).  (27)
From Theorem 6, the stability conditions are
5(Q:) <1/ (v<l>R<l>U<l>) (28)
(Q5) < */u (VOROUD) (5 #1) (29)



for all w. AsRl) O and e < 1,
o RY 0]
M(V(“R(”U@) ~ep| |RY ... 5 RV (30)
0 R:;? 0

From (30), the right hand side of (28) grows at O(1/¢),
while that of (29) converges at O(). As ¢ — 0, Q; can
be freely chosen while Qj are fixed to O. In other words,
as € — 0, the selection (24), (25), (26) makes the design
procedure as a conventional sequential design procedure.
Note that fixing the controllers K](-l) permits € = 0 and
a complete sequential design can be implemented.

We give two particular selections of Pg(l), UD and VO,
which implement the conventional independent and se-
quential design procedures.

4.2  Heyo controller design
In this subsection, a suitable selection of P, is proposed
for H, control problem, as in Sebe (1998).

Design procedure for H., control problem.

(i) Suppose K is a decentralized stabilizing con-
troller for P, and attains the performance index .
Select a guaranteed upper bound () (> ).
Assign Pél) to the parametrization matrix of all
the plants which attain performance index (") with
KW (Doyle et al., 1989). Note that the (1,1) ele-
ment of (Pg(l))* KW, Also select diagonal uni-
modulars U® and V| such that

(i)

= o <

W (w) < W

(Vi) (31)

(32)

o0

(Yw).

With a performance index y(+1) (< M) design
(l+1)

(iii)
for the perturbed plant model given by (20).
Note that this design step is solving the robust per-
formance problem and it is hard to get exact solu-
tions. However, K () attains performance index less
than (or equal to) ¥). And from (31) and (32),

[V 8,00 <A

From this inequality and the fact that P;l) is the
parametrization matrix for K (), the controller K ()
is a tractable solution to the robust performance
problem. Thus, this design step always improves the

(33)

11

u%)per bound of the performance index v+ i.e.

4+1) <~ The basic concept of this performance
1mprovement is proposed in Sebe (1999).

(iv) If K+ attains sufficient performance, stop the
procedure. Otherwise go to (ii).

Remark 7 The procedure can be applied to problems
where the performance measures have also the diagonal
structure compatible with K (Sebe, 1998).

Remark 8 As P, gives the parametrization of all plants
wheh attain v with KO |RO| < ~O. This implies
thatr®W (w) = (RO (jw)) < vV, where U( andV(l)
selected as identity matrices. This ensures the emstence
of Ui(l) and Vi(l) which satisfy (31) and (32).

Remark 9 Although R((jl) # O in the above procedure,
appropriate selections of U, V' implement the sequential
H, controller design. SupposeU =1,V;=1(j#1),and
select U; and V; such that 5(U; ' (jw)) and 7(V; (jw))
are as small as possible within (31) and (32). Then as
r(w) — v, K; (j # i) become the only admissible so-
lutions to the robust performance problems at step (iii),
and K; are fized. On the other hand, the constraint (33)
becomes loose, and K; can be updated more freely. This
implements the sequential design procedure.

5 Numerical example

Let us consider the mixed sensitivity minimization prob-
lem in Chiu and Arkun (1992). The plant, the weights
for multiplicative uncertainties and those for the sensi-
tivity functions are given below, respectively.

1.66 : 71.74()1(75) )
_ 1+39s 1+4.4s)(1+s
P(s) = 0.34(2—s) 1.4(2—s) ) (34)
(1+8.95)(2+s) (143.85)(2+s)
1+7s
li(s) = 0.07, Wii(s) = . 35
(5) () = g (35)

Design 0 This design is an ordinary independent de-
sign where R(©) is modeled as an additve uncertainty,
and is only for comparlson As the given plant is stable,
let us choose K(© = 0O and 7(°) = c0. Also choose an
additive uncertamty model Wlthout balancing weights,

O T O I
PO — KO = (36)
I Py I —Py
uon =g, von = (37)

where (%) denotes the first iteration without balancing
weights. The magnitude of uncertainty 7(°™ (w) defined



by (16) is shown in Fig. 2. Then, local controllers are
obtained by solving H, optimization problems:

n) 687.5866 0.02564 0.1597
K{l ) _ (s+ )(s+ )7 (38)
s(s +80.89)
n 140.8682 0.1597 0.2632 2
i) HO8652(s + 0.1507) (s +0.2632)s +2)

s(s+0.1116)(s + 418.8)

As shown in Table 1, the achieved performance indexes
are 1.22 and 0.3586. Although these indexes are achieved
for the auxiliary plant Py, the difference between these
indexes suggests that the first local loop is much more
difficult to control than the second local loop is. Note
that the guaranteed performance with the decentralized
controller diag{ K" K"} is7(©) = 0o. Thus, there is
no inconsistency between the overall (real) index 0.7789
and the first local index 1.22.

Design 1 This design demonstrates the efficiency of
the balancing weights. Instead of (37), let us choose

U =1, VO = diag{2.5,1}. (40)

With these balancing weights, the magnitude of uncer-
tainty (%) is also shown in Fig. 2. Note that 0.47() (w) <
O (w) < r®(w). These inequalities imply that the
first local loop can be designed more freely than the sec-
ond local loop. The designed local controllers are

286.2518(s + 0.02564) (s + 0.1597)
s(s+19.49) ’

e _ 177.9925(s + 0.1597)(s + 0.2632)(s + 2)

2 s(s +0.0727)(s + 382.5)

KM=

(41)

(42)

With the balancing weights (40), the difficulty in design-
ing local controllers are balanced and the overall perfor-
mance index is much improved from 0.7789 to 0.4568.

Design 2 This design demonstrates the efficiency
of the iterative improvement and the implementa-
tion of the sequential design. Following Design 1,
let us choose () = 0.5 (> 0.4568). With this ()

and KO = diag{K" K"}, assign P to the
parametrization matrix of plants which attains ~()
with KO, and define K = (P{")~. The balancing
weights are selected as

Ub =1, v = diag{1.25,1}. (43)

The magnitude of uncertainty r()(w) is shown in Fig. 3.
Then, the designed local controllers are

() _ 286.5025(s +0.02888)(s + 0.1623)

L s(s +19.37) ’
~ 178.0887(s + 0.1602)(s -+ 0.2636) (s + 2)
B s(s 4+ 0.0727)(s + 382.1)

(44)

K

(45)
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Table 1

Achieved performances. (Performance indexes #1, #2, and
overall index are the achieved indexes of the first and second
auxiliary local loops and the overall system, respectively.)

Design balancing performance performance overall

weight Uz  index #1 index #2 index
0 {1, 1} 1.2200 0.3586  0.7789
1 {2.5, 1} 0.6007 0.6561  0.4568
2 {1.25, 1} 0.3833 0.4763  0.4318

The overall performance index is improved again. Notice
that K" and K{? are almost same. As r™®(w) ~ y(1)
and from Remark 9, this design step should update only
the first local loop, and the sequential design procedure
should be implemented.

6 Conclusions

This paper proposes an iterative independent design pro-
cedure for decentralized control systems, and introduces
a new notion of balancing weights. The weights bal-
ance the difficulty and significance of local loops, and
are very important and effective. Also, the balancing



weights unify the independent and sequential design ap-
proaches. The design procedure which guarantees the
improvement of H., performance is also proposed.

Compared with approaches base on matrix inequalities,
the proposed procedure has disadvantages in computa-
tion and attainable performance. Contrarily, as shown in
the example, the procedure has advantages in identify-
ing bottlenecks in control design, and making strategies
for performance improvement. Note that the strategies
are still important, as decentralized control problems are
described by bilinear matrix inequalities.
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