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Abstract

Road area extraction plays an important role in different areas of computer vision

such as autonomous driving, car collision warning and pedestrian crossing detection.

Detecting road areas from a single road image is a challenging problem as the detection

algorithm must be able to deal with continuously changing backgrounds, different

environment (urban, high ways, off-road), different road types (shape, color), and

different imaging conditions (varying illumination, different viewpoints and changing

weather conditions).

Over the past few decades, numerous road area extraction methods have been

widely published for urban and highway roads, structured roads, and unstructured

roads. In all of these studies, estimating a location of vanishing point (VP) is a

key requirement. A set of parallel lines in the world space by perspective projection

converges to a common point in image space known as the VP. If the VP can be

located correctly, then it is more likely to detect the road area properly. State-of-the-

art VP-based road detection methods can be mainly grouped into three categories:

edge-based methods, prior-based methods, and texture-based methods. Most edge-

based methods take advantage of computational efficiency, and they can be applied to

real time systems. However, the disadvantage is that they only work well for structured

roads with clear painted lines or distinct road boundaries, while they usually fail in

unstructured roads lacking sharply defined, smoothly curving edge.

In order to overcome the limitation of these edge-based methods, prior-based meth-

ods and texture-based methods for road detection have been widely proposed. Most

prior-based methods are robust to varying imaging conditions, road types and sur-

rounding environments. However, they often require a large-scale image or video
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training database and also manual works for labeling VPs for the training stage.

Hence, such prior-based methods are inapplicable to detect the road region from a

single road image. In contrast, texture-based methods are very effective at detecting

road areas for both structured roads and unstructured roads. These methods first

search for local oriented textures and then make them vote for the location of the

roads VP. In order to segment the road area, a VP-constrained group of dominant

edges are detected, and two most dominant edges are selected as the road borders. In

general, the disadvantages of these texture-based methods are: i) the computational

cost of VP detection process is high, and ii) an estimation error of VP detection which

may affect the performance of road area extraction is obtained in some images.

In this thesis, our main objectives are: i) to reduce the computational cost and

improve the performance of VP detection algorithm, and ii) to propose a new VP-

based road area extraction method from a single road image. For this purpose, this

thesis has been divided into four chapters.

In Chapter 1, the background and some related works are introduced.

Chapter 2 is in accordance with the first objective mentioned above. In this chap-

ter, our novel texture-based local soft voting method for VP detection is explained.

Firstly, Gabor filters and confidence level function are introduced. Gabor filters are

used to calculate the texture orientation at every pixel of the road image, and the

confidence level function is used to determine the remaining voters which are useful

for the VP voting process by checking the reliability of the obtained texture orienta-

tions. After that, a novel local soft voting method is proposed, in which the number

of scanning pixels is much reduced to reduce the computational cost, and a new VP

candidate region is introduced to improve the estimation accuracy. The proposed VP

detection method has been implemented and tested on 1000 road images which con-

tain large variations in color, texture, lighting condition and surrounding environment.

The experimental results demonstrate that this new voting method is both efficient

and effective in detecting the VP from a single road image and requires much less

computational time when compared to a previous voting method.

Chapter 3 is in accordance with the second objective stated above. In this chapter,
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our new VP-constrained road area extraction method is described. The goal of this

method is to detect the most immediate straight road part in the direction of the

optical axis of the forwarding looking cameras based on estimating two lines (road

boundaries) going from the VP and below the VP in the road image. In this method,

in order to achieve a one degree level of precision for road boundaries detection, a

histogram of 180 angles corresponding to angles of 180 lines going from the detected

VP is used. When generating the histogram, the color information of the road image is

combined to improve the estimation performance. The proposed road area extraction

method has been implemented and tested on 1000 road images which are same as ones

used in Chapter 2. The experimental results show that our proposed method performs

well in challenging conditions.

Finally, Chapter 4 presents our conclusions and future work.
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Chapter 1

Introduction

1.1 Background

In recent years, one of the most important innovations in transportation has been

the application of advanced sensor, computer, electronics and communications tech-

nologies to the operation of the transportation system. These applications, known as

intelligent transportation systems (ITS), are primarily intended to improve both the

safety and efficiency of travel flows on the transportation system.

The type of ITS applications that are found in many parts of the world including

regional multimodal traveler information systems, navigation positional aids to motor

vehicles and ships, coordinated traffic control systems, transit management systems,

and electronic toll/fare and freight tagging systems. A major benefit of ITS applica-

tions is that information on the current performance of the transportation system can

be used to inform system users of bottlenecks and alternate routes or of model option.

ITS technologies can be used as well by the operators of modal networks to respond

to incidents or other events needing attention.

Road area extraction (see some examples in Fig. 1.1) is one of the major research

topics which contributes to safety driving assistance systems (SDAS) and autonomous

driving systems (ADS) which are two of the most important parts of ITS. The aim of

road area extraction is to give information to on-board intelligent computing equip-
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Figure 1.1: Examples of road area extraction (red regions) by Alvarez et al. [1].

ments as a major knowledge of driving environment.

SDAS support drivers with particular aspects of driving by providing information.

They can assist in critical situations with an intervention to carry out the driver’s

commands more securely, while at the same time not relieving the driver of his re-

sponsibility. If necessary, they will take emergency measures and help the driver to

stay in control. Figure 1.2 (a) shows an example of lane departure warning system [4]

which is one important component of SDAS. The lane departure warning system checks

that the vehicle is in its lane by examining the lane markings on the road. If the driver

changes lanes without using the turn indicator, an alert signal warns the driver.

ADS sense the world with such techniques as radar, lidar, GPS and computer

vision. Advanced control systems interpret the information to identify appropriate

navigation paths, as well as obstacles and relevant signage. Autonomous vehicles

typically update their maps based on sensory input, such that they can navigate

through uncharted environments. Figure 1.2 (b) shows an example of autonomous



CHAPTER 1. INTRODUCTION 3

(a) Lane departure warning system.

(b) Autonomous car.

Figure 1.2: Examples of ITS.

car [5] which includes a lane road detection system.

Generally, a road image can be classified into a structured (e.g., a road in urban

areas) or an unstructured one (e.g., a road in rural area or desert). For structured

roads (see Fig. 1.3), the localization of road borders or road markings is one of the

most commonly used approach. Color cue [6], [7], [8], Hough transform [9], [10], steer-

able filters [11], [12], Spline Model [13], [14] etc. have been utilized to find the road

boundaries or markings. The limitation of these methods is that they only consis-

tently work for structured roads which have noticeable markings or borders. Methods

based on segmenting the road using the color cue have also been proposed, but they

do not work well for general road image, especially when the road have little difference
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Figure 1.3: Examples of structured road with clear painted lines.

in colors between their surface and the environment. In addition, laser [15], radar [16],

and stereovision [17] have also been used for structured-road detection.

For unstructured roads or structured roads without remarkable boundaries and

markings (see Fig. 1.4), Alon et al. [18] have combined the Adaboost-based region

segmentation and the boundary detection constrained by geometric projection to find

the drivable road area. However, it needs many different types of roads images to

train a region classifier, which might be onerous. Stereo cameras [19] are also used

to determine terrain traversability. When there is little different in color between the

road and off-road areas, it is hard to find strong intensity change to delimit them. The

one characteristic that seems to define the road in such situation is texture.

The previous approaches [2], [3], [20], [21], [22] have attempted to define the forward

drivable image region by utilizing the texture cue. They compute the texture orien-

tation for each pixel, then seek the vanishing point of the road by a voting scheme.

In order to segment the road area, a VP-constrained group of dominant edges are fre-
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Figure 1.4: Examples of unstructured road.

quently detected, and two most dominant edges are selected as the road borders. Our

road area extraction method proposed in this thesis belongs to this line of research.

1.2 Problems statement and objectives

As stated in the previous section, numerous image-based road detection algorithms

have emerged as one of the components of ITS. Most of early systems focused on

following the well-paved road that is readily separated from its surrounding. More re-

cently, many algorithms have been proposed to handle off-road conditions. In particu-

lar, the previous approaches [2], [3], [20], [21], [22] have attempted to define the forward

drivable image region by utilizing the texture cue. These methods first search for local

oriented textures and then make them vote for the location of the road’s VP. In order

to segment the road area, a VP-constrained group of dominant edges are frequently

detected, and two most dominant edges are selected as the road borders.

In general, the disadvantages of the above mentioned texture-based methods are:
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i) the computational cost of VP detection process is high, and ii) an estimation error

of VP detection which may affect the performance of road area extraction is obtained

in some images.

In this thesis, our main objectives are: i) to reduce the computational cost and

improve the performance of VP detection algorithm, and ii) to propose a new VP-

based road area extraction method from a single road image. In order to reduce the

computational cost of VP detection algorithm, the number of scanning pixels is much

reduced. On the other hand, in order to improve the estimation performance of VP

detection algorithm, a new VP candidate region and a new soft voting function are

proposed. The road area can be detected using the histograms. These histograms are

generated based on the detected VP and texture orientations estimation.

1.3 Outline of the thesis

The rest of this thesis is organized as follow.

Chapter 2 is in accordance with the first objective mentioned in the previous sec-

tion (reducing the computational cost and improving the performance of VP detection

algorithm). In Chapter 2, our novel texture-based local soft voting method for VP

detection is explained. In this chapter, background and problems statement are de-

scribed in Section 2.1. After that, some related researches is reviewed in Section 2.2.

In Section 2.3, Gabor filters and confidence level function are introduced. In this

section, Gabor filters with 5 scales and 36 orientations are used to calculate the tex-

ture orientation at every pixel of the road image, and the confidence level function is

used to determine the remaining voters which are useful for the VP voting process by

checking the reliability of the obtained texture orientations. A larger threshold value

for confidence level function is introduced and a new algorithm is proposed in order to

reduce the number of remaining voters. After that, our novel local soft voting method

for VP detection is proposed in Section 2.4, in which the number of scanning pixels
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is much reduced in order to reduce the computational cost, and a new VP candidate

region is introduced in order to improve the estimation accuracy of the VP detection

algorithm. Next, the proposed method is summarized in Section 2.5. The proposed

VP detection method has been implemented and tested on 1000 road images which

contain large variations in color, texture, lighting condition and surrounding environ-

ment. The experimental results are demonstrated to show the effectiveness of the

proposed method in Section 2.6. Section 2.7 presents our conclusions.

Chapter 3 is in accordance with the second objective stated in the last section

(proposing a new VP-based road area extraction method from a single road image).In

Chapter 3, our new VP-constrained road area extraction method is described. The goal

of this method is to detect the most immediate straight road part in the direction of

the optical axis of the forwarding looking cameras based on estimating two lines (road

boundaries) going from the VP and below the VP in the road image. In this method,

in order to achieve a one degree level of precision for road boundaries detection, a

histogram of 180 angles corresponding to angels of 180 lines going from the detected

VP is used. When generating the histogram, the color information of the road image is

combined to improve the estimation performance. The proposed road area extraction

method has been implemented and tested on 1000 road images which are same as ones

used in Chapter 2. The experimental results show that our proposed method performs

well in challenging conditions. In this Chapter, background and problems statement

are described in Section 3.1. After that, some related researches is reviewed in Section

3.2. The road area extraction method is proposed in Section 3.3. The experimental

results are demonstrated to show the effectiveness of the proposed road area extraction

method in Section 3.4. Section 3.5 presents our conclusions.

Chapter 4 presents our conclusions and future work.
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Chapter 2

Vanishing point detection

2.1 Introduction

Using computer vision techniques to detect drivable road areas plays a very impor-

tant role in navigating autonomous vehicle systems. Recently, numerous interest-

ing lane and road detection algorithms have been widely published for urban and

highway roads [8], [23], [24] structured roads [14], [25], [26], [27], [28] and unstructured

roads [2], [18], [20], [21]. In all of these studies, estimating the vanishing point (VP) is

a key requirement because the correctly obtained VP provides a strong clue to the

localization of the road region.

State-of-the-art vision-based VP detection methods can be mainly grouped into

three categories: edge-based methods [14], [24], [26], [29], [30], prior-based methods [23],

[28] and texture-based methods [2], [3], [20], [21], [31], [32].

Most edge-based methods often include three steps: i) extract edge pixels by an

edge detector ii) detect straight lines by a linear transformation and iii) obtain the VP

by a voting algorithm. For instance, in [14], edge pixels are extracted by the Canny

detector [33], and then straight lines are detected by the Hough transform, finally the

intersections of any pair of lines vote for VPs on another Hough space. In general, these

edge-based methods can be applied to real-time systems due to their computational
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efficiency. However, the disadvantage is that they only work well for structured roads

with clear painted lines or distinct borders, while they usually fail in unstructured

roads lacking sharply defined, smoothly curving edges.

In order to overcome the limitation of these edge-based methods, prior-based meth-

ods and texture-based methods for VP detection have been proposed recently. For

instance, the prior-based method proposed in [28] is robust to varying imaging condi-

tions, road types and scenarios by integrating contextual three-dimensional informa-

tion with low-level cues. This contextual information includes horizon lines estimated

by the method in [34], three-dimensional scene layout computed by the method in [35],

three-dimensional road geometry inferred by the method in [36], and so on. From

the viewpoint of computational cost, the method in [28] is time-consuming cause of

integrating several different techniques. On the other hand, the global perspective

structure matching method proposed by Wu et al. [23] requires a large-scale image or

video training database and also manual works for labeling the VPs for the training

stage. Therefore, such prior-based methods are inapplicable to detect the VP from a

single road image.

In contrast, texture-based methods for VP detection [2], [20], [21] are very effective

for both structured and unstructured roads by utilizing the texture information from

a single road image. All of these studies consist of three steps: i) calculate the texture

orientations by applying a directional filter bank ii) determine the voters and VP

candidates and iii) vote for obtaining the VP by a voting algorithm. For instance,

Rasmussen [20], [21], as well as Kong et al. [2] uses the same Gabor wavelet filters

introduced in [37] to compute dominant texture orientations before applying voting

algorithms to obtain the VP. A global voting method for detecting VPs was proposed

by Rasmussen [20], [21]. However, the computational cost of this method is very high

due to a large number of scanning voters and VP candidates. Moreover, as pointed

out in [2], this global voting tends to favor VPs that are high in the image, leading

sometimes to large estimation errors, especially when the true VP is in the lower part
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of the road image.

In order to overcome the above problems, Kong et al. [2] proposed an effective VP

detection method, in which a “confidence level” function and a local adaptive soft

voting (LASV) method were proposed. The confidence function is used to determine

the voters by checking the reliability of the obtained texture orientations. Before

applying the LASV method, a half-disk voting region is created for each VP candidate,

and only voters within this half-disk vote for the VP candidate.

The above mentioned LASV method for VP detection performs well in general

road images, especially in unstructured road images (see the images of Fig. 2.1(a)). In

addition, this method is more effective and faster than previous texture-based methods

[20], [21]. However, the computational cost of the LASV method is still high due to

a large number of scanning pixels. Besides, this method yields an estimation error in

some images (see the images of Fig. 2.1(b)), in which most voters in the lower part of

the image cannot vote for the true VP because the radius of the proposed half-disk

voting region is not large enough.

Learning both advantages and disadvantages of current texture-based methods

encourages us to propose a new lower-computational-cost and higher-accuracy local

soft voting method to detect the VP from a single road image.

The basic concepts of the proposed method are: i) to reduce the number of confi-

dential voters and ii) to scan the voters instead of the VP candidates (note that the

number of voters is much lower than the number of VP candidates).

In order to reduce the number of voters, the threshold for the confidence levels

is set to be higher than that in the LASV method. In the voting process, a new

VP candidate region is defined for each voter, and a new local soft voting function

is proposed. Each voter votes for all the pixels in its VP candidate region, with the

voting score calculated by a local soft voting function proposed in this thesis.

The proposed method has been implemented and tested on 1000 road images which

contain large variations in color, texture, lighting condition and surrounding environ-
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(a) Proper detected VPs.

(b) Improper detected VPs.

Figure 2.1: Examples of VP detection (pink crosses) by the LASV method.

ment. The experimental results demonstrate that this new method is both efficient

and effective in detecting the VP and requires less computational cost when compared

to the LASV method [2].

The remainder of this chapter is organized as follows. Related research is reviewed

in Section 2.2, and the Gabor filters and the confidence level function introduced in [2]

are explained in Section 2.3. A VP candidate region for each voter and a new local soft

voting method are proposed in Section 2.4, and the proposed method is summarized

in Section 2.5. In Section 2.6, experimental results are demonstrated to show the

effectiveness of the proposed method. Section 2.7 presents our conclusions.
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2.2 Related research

As stated above, previous texture-based methods [2], [20], [21] have attempted to detect

the VP based on texture orientation calculation. In all of these studies, Gabor filters

are applied in order to compute the texture orientation at each pixel of a road image.

A VP is then detected using a voting algorithm.

A global hard voting method is proposed in [20], [21] as the voting algorithm. In

this algorithm, all the pixels of the image can be VP candidates, and the voting region

of a VP candidate is defined as the entire image below the VP candidate.

The left-hand figure in Fig. 2.2 shows an example of the voting region, where V is

a VP candidate and VR is the voting region of V. (Note that the gray frame around

the image is a region in which the convolution with Gabor filters cannot be calculated.

In the present case, the width of the region is eight pixels.) A pixel P in VR votes for

V with a fixed voting score if the angle γ = ̸ (
−→
PV,

−→
OP) is below a certain threshold,

where the vector
−→
OP denotes the texture orientation at P and γ denotes the angle

between the
−→
PV and

−→
OP directions. A VP is detected as the pixel having the highest

voting score.

The disadvantages of this method are: i) the computational cost is very high

because a large voting region is scanned for each VP candidate and ii) improper VPs

are detected in several cases because a voting score is fixed irrespective of the distance

between P and V.

In order to overcome these disadvantages, a half-disk voting region and a soft voting

method, referred to as local adaptive soft voting (LASV), were introduced in [2]. In this

previous paper, Gabor filters are also used to compute the texture orientation at every

pixel of the road image. Moreover, in [2], a confidence level function is introduced

in order to discard the pixels for which the estimated texture orientations are not

reliable. If the confidence level exceeds a certain threshold the pixel is kept as a voter;

otherwise the pixel is discarded. The remaining pixels are referred to as the remaining

voters, which are used to detect a VP. In this method, a VP candidate V is searched
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V

OP

VR
P

V OP

P

VR R

Figure 2.2: Global voting method and LASV method.

for in the uppermost 90% of pixels of the entire image, and the voting region VR of V

is defined as a half-disk below V centered at V (see the right-hand figure of Fig. 2.2).

The radius R of this half-disk is set to 0.35×H, where H is the height of the image.

Each remaining voter P inside VR votes for V with a voting score calculated by a

voting function

Vote(P,V) =


1

1+[γ×d(P,V)]2
if γ ≤ 5

1+2d(P,V)

0 otherwise,
(2.1)

where d(P,V) denotes the distance between P and V divided by the diagonal length

of the input image. The pixel having the highest voting score is selected as a VP.

As mentioned in Introduction, the above LASV method is more effective and faster

than previous global voting methods [20], [21]. However, the computational cost of the

LASV method is still high, and this method yields an estimation error in some images,

in which the remaining voters far from the true VP cannot vote for the true VP because

R is not large enough.

Our experimental results demonstrate that, although using the half-disk voting

region with a larger value of R may improve the estimation performance of the LASV

method, it also increases the computational cost of the algorithm. Figure 2.3 shows

an example of VP by LASV method with different values of R. It can be seen that
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Voting map VP

(a) VP detection by the LASV method with R = 0.35×H

Voting map VP

(b) VP detection by the LASV method with R = 0.65×H

Figure 2.3: A larger R improves the estimation performance of VP detection.

by using R := 0.65×H, a better VP detection result is obtained. These experimental

results will be described in detail in 2.6.3.

2.3 Texture orientation and confidential level

The dominant texture orientation θ(z) at pixel z = (x, y) of an image is the direction

that describes the strongest local parallel structure or texture flow. This is of course

a scale-dependent measure. Precise estimates of the dominant texture orientations

are crucial in order to obtain sharp peaks in the voting objective function and hence

accurately localize the VP.

There is a considerable body of work on estimating dominant texture orientations.

For example, we may apply a bank of multi-scale, oriented filter such as steerable
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filters [11] and analyze the maximum responses. Another approach is to generate

a Gaussian pyramid of the image, use principal components analysis on the set of

gradients within a small window to obtain a consensus direction at each scale, and

then interpolate [38].

Our texture orientation estimation relies on Gabor filters since they have been

widely used in a number of previous methods [2], [20], [21].

In this section, the texture orientation calculation method and the confidence level

function introduced in [2] are briefly explained.

Gabor filters are used to calculate the texture orientation at each pixel of a road

image. For a scale ω and an orientation ϕ, the Gabor filter is defined as follows:

Ψω,ϕ(x, y) =
ω√
2πc

e−ω2(4a2+b2)/(8c2)(eiaω − e−c2/2), (2.2)

where a = x cosϕ + y sinϕ, b = −x sinϕ + y cosϕ, and c is a constant. As in [2], we

will use the Gabor filters with 36 orientations, five scales, and c = 2.2, i.e., ϕ is chosen

to be from 0◦ to 175◦ with an angle interval of 5◦, and ω is chosen to be from 1 to 5

with a scale interval of 1.

Figure 2.4 shows the real filters and the imaginary filters of the Gabor filters with

36 orientations and five scales, where each filter consists of 17× 17 pixels.

For the gray level value of a road image I(z) at z = (x, y) the convolution of the

Figure 2.4: Gabor filters with 36 orientations and five scales.
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Figure 2.5: Examples of convoluted images by Gabor filters.

image and a Gabor filter is defined by

Gω,ϕ(z) = I(z)⊗Ψω,ϕ(z), (2.3)

and the response image Rϕ(z) for the orientation ϕ is calculated as the average of the

square norm of Gω,ϕ at different scales, as follows:

Rϕ(z) = averageω
{
(Re(Gω,ϕ))

2 + (Im(Gω,ϕ))
2} . (2.4)

Then the texture orientation angle θ(z) at z is defined in terms of the maximum

average response as follows:

θ(z) = argmaxϕRϕ(z). (2.5)

Figure 2.5 shows examples of some convoluted images by Gabor filters in different

orientations. Figure 2.6 shows an image overlaid with sampled texture orientations

estimated using Gabor filters.

Although the above solution for texture orientation estimation has been used by

previous researchers, the estimated texture orientation in this way is not guaranteed
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to be correct. The author in [2] proposed a confidence level function to provide a

confidence level to the texture orientation θ(z)at pixel z = (x, y). They seek to a way

which evaluates how peaky the function ϕ 7−→ Rϕ(z) is near the optimum angle θ(z).

In order to define a confidence level, let r1(z) > · · · > r36(z) be the ordered values of

the Gabor response for the 36 considered orientations (in particular, r1(z) = Rθ(z)(z)).

If the global maximum response is significant different from the other local maximum

responses, the texture orientation estimation is reliable, otherwise, it is not.

Figure 2.7 (a) shows four points on which the Gabor complex responses are eval-

uated. In the figure, the red point is a pixel in a texture of the road. The blue and

pink points are outside the road, and the black point is in the sky. Among these four

points, only the red points are needed for the VP detection process. Figure 2.7 (b)

shows the contributions of complex responses for those four points in 36 orientations.

From Fig. 2.7 (b), it can be seen that r2, r3, and r4 corresponds to similar angles to

the optimum r1. As pointed out by the author of [2], the local maximum responses

usually fall between r5 and r15. Hence, the average of the responses from r5 and r15 is

chosen as the mean of the local maximum responses [2].

The confidence level in the orientation θ(z) is given by

Conf(z) = 1− average{r5(z), . . . , r15(z)}
r1(z)

. (2.6)

Figure 2.6: Sampled texture orientations (red segments) by Gabor filters.
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(a) Four points on which Gabor complex responses are evaluated.
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(b) The Gabor complex responses for the four points.

Figure 2.7: Example of Gabor complex responses of image pixels.

In [2], Conf is normalized throughout the image to the range of 0 to 1. After that,

all the pixels that have confidence levels that are smaller than

δ ×
(
max

z
Conf(z)−min

z
Conf(z)

)
, (2.7)

with δ = 0.3 are discarded. The remaining pixels become voters that are referred to

as the remaining voters in the voting process.

Figure 2.8 (a) shows an example of confidence map for the texture orientation
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(a) Confidence map for texture orientation estimation.

(b) Pixels with confidence level larger than 0.3.

Figure 2.8: Example of confidence map and high confidence level pixels.

estimation. A brighter the pixel indicates a higher confidence level. Figure 2.8 (b)

shows the pixels (red points) with a confidence level larger than 0.3.

The experimental results of the present study demonstrate that too many off-road

pixels remain when using the threshold δ = 0.3. Since a high number of remaining

voters increases the computational cost in the voting process, we use δ = 0.5 in order

to reduce the number of remaining voters.

In the examples shown in Fig. 2.9, the red points in the third column indicate the

remaining voters for δ = 0.3 and those in the last columns indicate the remaining voters

for δ = 0.5. The numbers of the remaining voters are listed in Table 2.1. The number

of remaining voters for δ = 0.5 is reduced by approximately 38∼46% compared to that

for δ = 0.3. The experimental results reveal that by reducing the number of remaining

voters, the total computational time of the algorithm can be reduced approximately

11.48%.
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(a) #384

(b) #427

(c) #610

(d) #626

Figure 2.9: Remaining voters for the LASV method and the proposed method (orig-
inal images, orientations computed by Gabor filters, remaining voters determined by
the confidence function of the LASV method, remaining voters determined by the
confidence function of the proposed method).

It is obviously that the remaining voters above the true VP are useless for VP

detection process. The computational cost of the VP voting algorithm can be reduced

if those unnecessary remaining voters can be discarded. Many research works have

pointed out that for unstructured roads, edge-based VP estimation methods may have

some problems with edge detection because there are no apparent boundaries in un-

structured roads scenes. But for our own research experience, a VP estimated by the

edge-based method can be used to discard the remaining voters in very top of image

(i.e. above the true VP).

In our method, the remaining voters above a temporary VP which is detected based

on a Hough transformation are discarded. The Hough transformation method (same
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Table 2.1: Number of remaining voters.
#384 #427 #610 #626

δ = 0.3 13,332 10,118 14,595 10,346
δ = 0.5 8,155 6,074 9,072 5,568

with one proposed in [14]) for detecting the temporary VP is performed as follows:

Step 1 Edge pixels are extracted by the Canny detector.

Step 2 Straight lines are detected by the Hough transform.

Step 3 The intersections of any pair of lines vote for the VP on another Hough space.

VP and two borders are detected based on the maximum values in the Hough

space.

Figure 2.10 shows an example of VP detection by the Hough transform in a struc-

tured road. The remaining voters above this temporary VP will be discarded. For

unstructured roads, the temporary VP estimated by Hough transform usually falls on

the bottom part of the image (see some examples in Fig. 2.11). Therefore, for those

images, only remaining voters in the upper part of the image are discarded. In our

method, the remaining voters are determined as follows:

Step 1 Detect a temporary VP by the Hough transform as mentioned above.

Step 2 If the temporary VP is in 70% the upper part of the image, remove all re-

maining voters above this VP. Otherwise, only remove those remaining voters in

40% the upper part of the image.

Figure. 2.12 visually give a comparison of the number of remaining voters in three

cases: i) δ = 0.3, ii) δ = 0.5, and iii) δ = 0.5 with using the temporary VP estimated

by the Hough transform. It can be seen that by using δ = 0.5 and the temporary

VP, the number of remaining voters is considerably reduced. The effect of using the

temporary VP on VP estimation performance will be discussed later in Section 2.6.
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Figure 2.10: Example of temporary VP estimated by Hough transform.

2.4 Proposed local soft voting method

In this section, a VP candidate region is introduced, as well as a new local soft voting

method is proposed in order to improve the estimation performance and reduce the

computational cost of the algorithm.

The LASV method [2] is performed as follows: i) scan the VP candidates as the

uppermost 90% of the pixels in the image ii) create a half-disk voting region for

each VP candidate iii) calculate the voting score received by each VP candidate from

the remaining voters in its half-disk voting region and iv) obtain the VP as the VP

candidate having the largest voting score. As stated in Introduction, the computational

cost of the LASV method is high due to a large number of scanning pixels, and this

method yields an estimation error in some images.
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In our method, the basic idea for reducing the computational cost is to scan the

remaining voters instead of the VP candidates.

In order to construct the VP candidate region for each remaining voter, two con-

ditions are considered: i) the VP candidates of a remaining voter are always above it

in the image and ii) the angle between the direction from a remaining voter to a VP

candidate and the texture orientation at that remaining voter is smaller than a certain

threshold. The remaining voter votes for the pixels in its VP candidate region.

Figure 2.13 shows examples of the VP candidate region: a circular sector in the

left-hand figure and a triangular region in the right-hand figure, where P is a remaining

voter,
−→
OP is its texture orientation, and ϵ is the angle tolerance.

Initially, the circular sector is more intuitive than the triangular region for use in

the proposed method. Note that in the LASV method every remaining voter votes

for the pixels whose distance from the voter is less than R with γ ≤ 5
1+2d(P,V)

, which

means the VP candidate region of a voter in the LASV method is included in the

circular sector depicted in the left side of Fig. 2.13.

However, from the viewpoint of computational cost, scanning the inside of the

triangular region is much simpler. Thus, we use the triangular region [39]. Note that

once R (:= |PQ|, the length of the line segment PQ) and ϵ are given, the vertices I

and J are determined automatically.

Figure 2.11: Examples of temporary VP by Hough transform in unstructured roads.
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δ = 0.3 δ = 0.5

Temporary VP δ = 0.5 + Hough transform

Figure 2.12: Comparison of number of remaining voters (red points).

As a voting process, a local soft voting method is adopted in which the remaining

voter votes for the VP candidate in its VP candidate region all the more as it is close

to the VP candidate, and the angle between the orientation of its texture and the

direction from it to the VP candidate is close to zero. This indicates that the voting

scores of Q should be smaller than that of L and larger than that of I or J (see the

right-hand figure of Fig. 2.13).

The proposed voting score function is defined as follows:

Vote(P,V) =
exp(−α/β)

1 + d(P,V)2
, (2.8)

where V is a pixel (a VP candidate) in the VP candidate region of P, α is the distance

from V to the pixel on PQ with the same y coordinate of V, and β is a constant

parameter. Note that the voting score decreases as the distance d(P,V) or α increases,

and the voting scores of pixels near I and J are approximately equal to zero. Hence,
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Figure 2.13: VP candidate regions.

the pixels near I and J of the triangular region are useless for the soft voting process.

Based on these observations, the VP candidate region is modified from the triangular

region to a shape that is a combination of a triangle and a parallelogram [40], as shown

in Fig. 2.14.

The fundamental strategy to construct this modified VP candidate region is to

reduce the computational time. This modified VP candidate region can be drawn if PK

and PQ are determined. In our method, we use |PK| = 0.50×H and |PQ| = 0.65×H,

which yields the best performance in all our experiments.

The constant parameter β is selected to satisfy that the voting score of the pixel

very near Q is approximately equal to the voting score of Q, and the voting score of the

pixel very near K is approximately equal to the voting score of K (see Fig. 2.14). For

instance, the voting score of Q (with α=0) should be approximately equal to the voting

score of S (with α=1) in Fig. 2.14 (note that Q and S have the same y coordinate).

Figure 2.15 shows an example of the voting score of Q (with α=0) and S (with

α=1) in the case that the texture orientation at P is 45◦. In the figure, the black

dashed line indicates the voting score of Q, and the red line indicates the voting score

of S. We see that, when β increases, the voting score of S becomes approximately

equal to that of Q. Our experimental results reveal that when the texture orientation

at P varies from 0◦ to 175◦, by using β=180, we obtain the best performance of VP
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Figure 2.14: Modified VP candidate region.

detection.

Next, we summarize the proposed local soft voting method.

Step 1 Let M be a two-dimensional matrix of the same size as the road image, and

set all the elements of M to zero. Let R1 := 0.50×H and R2 := 0.65×H.

Step 2 For each remaining voter P(x0, y0), calculate the coordinates of the points

K(x1, y1) and Q(x2, y2) as follows:

x1 := x0 − sin(θ)×R1, (2.9)

y1 := y0 + cos(θ)×R1, (2.10)

x2 := x0 − sin(θ)×R2, (2.11)

y2 := y0 + cos(θ)×R2, (2.12)

where θ is the texture orientation angle at P, and repeat procedures (a) and (b)

below:

(a) (Calculation of voting scores in the triangle PI1J1) For x := x1 to x0,

calculate

y10 := y0 + (x− x0)/ tan(θ), (2.13)

y11 := y0 + (x− x0)/ tan(θ + ϵ), (2.14)

y12 := y0 + (x− x0)/ tan(θ − ϵ), (2.15)
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Figure 2.15: An example of voting score for Q (α=0) and S (α=1).

where B1(x, y10), A1(x, y11), and C1(x, y12) (see Fig. 2.14), and calculate the
voting score repeatedly for y := y11 to y12

M(x, y) := M(x, y) +
exp(−|y − y10|/β)

1 + d(P,V)2
, (2.16)

d(P,V)2 = ((x− x0)
2 + (y − y0)

2)/Diag2, (2.17)

where V(x, y), β=180, and Diag denotes the diagonal length of the input

image.

(b) (Calculation of voting scores in the parallelogram I1J1J2I2) For x := x2 to

x1 − 1, calculate

y20 := y0 + (x− x0)/ tan(θ), (2.18)

y21 := y20 − |KI1|, (2.19)

y22 := y20 + |KJ1|, (2.20)

where B2(x, y20), A2(x, y21), and C2(x, y22) (see Fig. 2.14), and calculate the

voting score repeatedly for y = y21 to y22

M(x, y) := M(x, y) +
exp(−|y − y20|/β)

1 + d(P,V)2
. (2.21)

Step 3 Find the element of M that has the largest value, and let its index be the

coordinate of the VP.



CHAPTER 2. VANISHING POINT DETECTION 29

2.5 Algorithm summary

To obtain the VP, the proposed method is performed as follows:

Step 1 Calculate the texture orientation at every pixel of the road image using Gabor

filters with five scales and 36 orientations (Section 2.3).

Step 2 Keep the pixels having confidence levels that exceed the threshold (2.7), with

δ = 0.5 (Section 2.3) and below a temporary VP estimated by using the Hough

transform as remaining voters.

Step 3 Perform the proposed local soft voting method to obtain a VP (Section 2.4).

2.6 Experimental results

2.6.1 Image dataset

The proposed method is compared to the LASV method using numerical examples.

Most of these images have been used by Kong et al. in [2]; the remainder were down-

loaded from the Internet by using Google Image. Among them, about 600 images are

unstructured roads, and about 400 images are structured roads. These road images

contain large variations in color, texture, lighting condition and surrounding envi-

ronment without any prior known camera parameters, some of them are shown in

Fig. 2.16.

Since these images are of very different size, all images are normalized to the same

size (height: 180 pixels, width: 240 pixels) by using the bicubic image interpolation

method [41]. To assess the algorithm’s performance versus human perception of the

VP location, we invited 7 persons to manually mark the VP location in each image in

this collection after they are trained to know the vanishing point concept.

Since the marked VPs in each image are very close, we defined the center of these

marked locations as the ground truth VP location. Figure 2.17 illustrates how the

ground truth locations of VPs are determined. For each image in the figure, the green

points are the marked points by 7 persons, and the red point is computed as the ground

truth of VP.
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Figure 2.16: Different road types with varying colors, textures, and illumination con-
ditions.

In order to measure the accuracy of VP estimation algorithm, we use the normalized

Euclidean distance, where the Euclidean distance between the estimated VP and the

ground truth is normalized by the diagonal length of the road image as follows:

NormDist =

√
(xe − xg)2 + (ye − yg)2

Diag
, (2.22)

where (xe, ye) is the estimated VP position, and (xg, yg) is the marked ground truth

position (see Fig. 2.18). Since the input image is normalized to 180× 240 pixels, the

normalized Euclidean distance of 0.1 in (2.22) means that the location of the estimated
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Figure 2.17: Examples of marked ground truth VP.

Figure 2.18: An Illustration of the ground truth VP and detected VP.

VP is about 30 pixels away from that of the marked ground truth.

2.6.2 Comparing experimental results

In order to assert the effectiveness of the proposed local soft voting method and the new

VP candidate region, we compare the performances of six VP detection algorithms.

Table 2.2 and Table 2.4 show the experimental results for 1000 tested images without

using the Hough transform to calculate the temporary VP.

In Table 2.2, the four methods (with δ = 0.5) refer to the method described

in Section 2.4. In particular, the “Soft+Modified” denotes the proposed method,

and the “Soft+Triangle” denotes the method using a triangular VP candidate re-
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Table 2.2: Performances of the proposed method (Soft+Modified) and the other three
methods.

Methods

Average Soft+Modified Soft+Triangle Hard+Modified Hard+Triangle

NormDist 0.0729 0.0737 0.0739 0.0735
Total time (s) 5.213 5.245 4.388 4.400
Prep. time (s) 0.012 0.012 0.012 0.012
Voter determination time (s) 3.966 3.966 3.966 3.966
Voting time (s) 1.235 1.267 0.410 0.422

gion. The “Hard+Modified” denotes the method using a hard voting strategy, and

the “Hard+Triangle” denotes the method using a triangular VP candidate region and

a hard voting strategy. (Note that the hard voting strategy is performed by replacing

(2.8) with Vote(P,V) = 1.)

In Table 2.4, the “LASV0” denotes the LASV method with the radius R of the half-

disk voting region being set to 0.35×H and δ = 0.3 as proposed in [2]. The “LASV1”

denotes the LASV method with R being set to 0.65 ×H and δ = 0.6 (note that this

“LASV1” method yields the best estimation performance for the LASV method in all

our experiments).

In the both tables, the “NormDist” denotes the average normalized Euclidean

distance (note that a smaller value means the estimated VP location is closer to the

location of the ground truth), and the “Total time” denotes the average computational

time for each method. The “Prep. time” denotes the average preprocessing time,

the “Voter determination time” denotes the average time for calculating the Gabor

convolution and confidence level estimation, and the “Voting time” denotes the average

time for the voting process for each method.

Firstly, we compare the performances of the proposed method (Soft+Modified) and

the other three methods (Soft+Triangle, Hard+Modified, and Hard+Triangle). From

Table 2.2, it can be seen that the proposed method yields the best estimation result

among the four methods.
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Table 2.3 shows the estimation performance (NormDist) of the proposed method

with changing the values of |PK| and |PQ| in Fig. 2.14. In the table, |PK| is varied

from 0.45×H to 0.60×H with an interval being set to 0.05×H, and |PQ| is varied

from 0.60×H to 0.70×H with an interval being set to 0.05×H. From the table, it

can be seen that the proposed method with |PK| = 0.50 × H and |PQ| = 0.65 × H

yields the best performance in all experiments.

Secondly, we compare the estimation performances of the proposed method, the

LASV0 method, and the LASV1 method. The experimental results in Table 2.4 reveal

that the estimation performance of the proposed method is considerably better than

that of the LASV0 method, and almost the same as the LASV1 method (the difference

between the NormDist values of the proposed method and the LASV1 method is 0.0020

which represents a value less than one pixel). In order to investigate the details of these

experimental results, we evaluate the VP estimation performance while changing the

threshold for Euclidean distances.

Figure 2.19 shows a comparison of VP estimation performance between the three

methods. In the figure, the horizontal axis represents the Euclidean distances in pixels,

while the vertical axis represents the number of images whose VP estimation error is

less than the corresponding Euclidean distance. From this figure, it can be seen that

the estimation performance of the proposed method is better than that of the LASV0

method, and almost the same as the LASV1 method.

Next, the effect of using Hough transform for estimating the temporary VP in order

to reduce the number of off-road voters is discussed. Table 2.5 shows the experimental

Table 2.3: Performance of the proposed method with changing the values of |PK| and
|PQ| in Fig. 2.14.

|PQ| = 0.60×H |PQ| = 0.65×H |PQ| = 0.70×H
|PK| = 0.45×H 0.0749 0.0740 0.0735
|PK| = 0.50×H 0.0746 0.0729 0.0755
|PK| = 0.55×H 0.0745 0.0741 0.0741
|PK| = 0.60×H 0.0742 0.0739 0.0745



34 2.6. EXPERIMENTAL RESULTS

Table 2.4: Performances of the proposed method, LASV0 and LASV1 methods without
using the Hough transform.

Methods
Average Soft+Modified LASV0 LASV1
NormDist 0.0729 0.0948 0.0709
Total time (s) 5.213 33.820 24.815
Prep. time (s) 0.012 0.117 0.117
Voter determination time (s) 3.966 3.966 3.966
Voting time (s) 1.235 29.737 20.732

results for 1000 tested images with using the Hough transform to calculate the tempo-

rary VP for the proposed method, the LASV0 method, and the LASV1 method. We

also evaluate the estimation performance of VP detected by the Hough transform. In

particular, this method is denoted as “Hough” which is shown in the last column of

Table 2.5. From the table, it can be seen that the estimation performance of temporary

VP detected by the Hough transform is quite low. However, by using the temporary

VP, the estimation performance of the proposed method is improved (compared with

ones in Table 2.4).

In addition, we also evaluated the performance of the proposed method without

using the temporary VP detected by the Hough transform, but pixels in the upper-

most part of each image are discarded. In particular, we did the experiments for the

proposed method with cutting 30%, 40%, 50%, and 60% the uppermost pixels of each

image (this also means that the remaining voters in those areas are also discarded).

The experimental results reveal that all the estimation performances are worse than

that of the proposed method with using the Hough transform (the NormDist values for

the four cases mentioned above are 0.0682, 0.0635, 0.0633, and 0.0726, respectively).

Next, the computational times of the three methods are discussed. From Table 2.4

and Table 2.5, it can be seen that the average computational time of the proposed

method is considerably less than that of the LASV0 method and the LASV1 method.

In particular, in Table 2.4, the “Total time” and the “Voting time” of the proposed

method are approximately five times and 17 times less than those of the LASV1
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Table 2.5: Performances of the proposed method, LASV0, and LASV1 methods with
using the Hough transform.

Methods

Average Soft+Modified LASV0 LASV1 Hough

NormDist 0.0630 0.1084 0.0620 0.1460
Total time (s) 5.265 23.031 21.641 0.116
Prep. time (s) 0.128 0.233 0.233
Voter determination time (s) 3.966 3.966 3.966
Voting time (s) 1.171 18.832 17.442

method, respectively. The “Total time” and the “Voting time” of the proposed method

are approximately 6.5 times and 24 times less than those of the LASV0 method,

respectively. These results show that the proposed voting strategy requires much less

computational cost than the LASV method.

Note that the “Prep. time” of the proposed method is slightly less than that of

the LASV method due to the difference in the number of preprocessing steps in which

a median filter is applied in both methods and in addition a vertical edge elimination

method is applied in the LASV method (our experimental results turn out that the

proposed method without using the vertical edge elimination method is better and

faster than the proposed method with using the vertical edge elimination method,

in which the “NormDist” and the “Total time” are 0.0732 and 5.311(s), respectively.

Hence, the vertical edge elimination method is not used in the proposed method).

These numerical examples are performed using Matlab, running on a Core 2 Duo

(3.5-GB RAM) machine, and the Matlab m-files for the LASV method were provided

by the author of [2].

Figure 2.20 shows some examples of VP detection on some sample images, in

which the VPs detected by the LASV0 method, the LASV1 method and the proposed

method almost coincide with the corresponding ground truth VPs. Fig. 2.21 shows

some examples of VP detection on some sample images, in which the VPs detected

by the LASV1 method and the proposed method are better than that of the LASV0

method.
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Figure 2.19: Comparison of VP estimation performance.

In order to assert the effectiveness of the proposed method for general road image,

the image dataset is divided into six types of roads: desert roads, structured roads,

snow-covered roads, rural roads, dark roads, and highway roads.

Figure 2.22, Fig. 2.23, Fig. 2.24, Fig. 2.25, Fig. 2.26, and Fig. 2.27 show some

examples of VP detection for each type of roads. From those figures, it can be seen

that the proposed VP detection method performs well for general road images.

2.6.3 Effect of radius on performance

In this section and the next section, we discuss about the two important parameters

R and δ.

In this section, we focus on the effect of radius R on the estimation performance.

The LASV1 method (with R = 0.65 × H and δ = 0.6) yields a better estimation
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(a) Input images and ground truth VPs.

(b) Voting maps by LASV0 method.

(c) Detected VPs by LASV0 method (pink crosses).

(d) Voting maps by LASV1 method.

(e) Detected VPs by LASV1 method (pink crosses).

(f) Voting maps by the proposed method.

(g) Detected VPs by the proposed method (pink crosses).

Figure 2.20: Examples of proper VP detection by three methods.
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(a) Input images and ground truth VPs (pink crosses).

(b) Voting maps by LASV0 method.

(c) Detected VPs by LASV0 method (pink crosses).

(d) Voting maps by LASV1 method.

(e) Detected VPs by the LASV1 method (pink crosses).

(f) Voting maps by the proposed method.

(g) Detected VPs by the proposed method (pink crosses).

Figure 2.21: Examples of improper VP detection by the LASV0 method.
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Figure 2.22: Examples of VP detection of the proposed method for desert roads.
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Figure 2.23: Examples of VP detection of the proposed method for structured roads.
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Figure 2.24: Examples of VP detection of the proposed method for snow-covered roads.
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Figure 2.25: Examples of VP detection of the proposed method for rural roads.
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Figure 2.26: Examples of VP detection of the proposed method for dark roads.
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Figure 2.27: Examples of VP detection of the proposed method for highway roads.
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Figure 2.28: Average distribution of distances from the remaining voters to the VP
for 1000 road images.

accuracy than the LASV0 method (with R = 0.35×H and δ = 0.3).

In order to investigate these results from the viewpoint of radius R, an additional

experiment for the LASV method is carried out with R = 0.35×H and δ = 0.6 (R is

smaller than that of the LASV1 method while δ is the same), and this is denoted by

“LASV2”. As a result, the average NormDist of the LASV2 method is 0.0999, which

is worse than that of the LASV1 method. This result indicates that a small radius of

a small voting region yields a worse estimation performance than a larger one.

The above result can be confirmed by the average distribution graph shown in

Fig. 2.28. In the figure, the horizontal axis represents the distances from the ground

truth VPs in pixels, while the vertical axis represents the normalized distributions

of remaining voters. The normalized distribution value for d ≤ x < d + 10 (d =

0, 10, 20, . . . , 240; x: Euclidean distance from the ground truth VP) is defined as the
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number of the remaining voters satisfying d ≤ x < d+10 divided by the total number

of the remaining voters.

The graph in Fig. 2.28 shows the average normalized distributions of 1000 images.

It can be seen from the graph that the number of remaining voters near the VP is

small, which indicates that a small radius of a voting region cannot cover the many

voters which possibly vote for the VP. This leads to the fact that the performance of

the LASV0 method is worse than that of the LASV1 method.

Also in our proposed method, the graph implies that a short |PQ| (i.e., a small

VP candidate region) is not suitable for most images because many remaining voters

which possibly vote for the VP cannot vote for it when |PQ| is short. Note that in

general the pixels near the VP correspond to the road area far from the camera in the

real world, and hence these pixels tend to be blurred. This explains that the number

of remaining voters near the VP is small, because most of the blurred pixels cannot

be remaining voters since their confidence levels of orientations are generally low.

2.6.4 Effect of δ on performance

In this section, we discuss about the effect of δ on estimation performance.

In order to evaluate how the threshold δ affects the estimation performance and

the computational cost, we vary δ of the proposed method from 0.30 to 0.80 with

an interval of 0.05, and the result is shown in Fig. 2.29. From the figure, it can be

seen that the computational cost almost monotonously decreases with respect to the

value of δ. On the other hand, a large value of δ and a small value of δ decrease the

estimation performance. When δ is varied from 0.50 to 0.70, the proposed method

yields almost the same estimation performance (with less than one pixel difference).

From the viewpoint of estimation performance, we use δ = 0.50 which yields the

best result in our method.
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Figure 2.29: The effect of δ on the VP estimation performance and the computational
cost for the proposed method.

2.7 Conclusions

Estimating a proper location of VP from a single road image without any prior known

camera parameters is a challenging problem due to limited information from the input

image. The LASV method [2] for VP detection is very effective for both structured

and unstructured roads, and faster than previous texture-based method. However,

the computational cost is still high due to a large number of scanning pixels. In

addition, an estimation error is obtained in some images, in which the radius of the

proposed half-disk voting region is not large enough. Although using the half-disk

voting region with a larger value of R may improve the estimation performance of

the LASV method, it also increases the computational cost of the algorithm. In this

chapter, a new local soft voting method has been proposed to overcome the limitations

of the LASV method.

In Section 2.3, Gabor filters and confidence level function were introduced. In
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this section, Gabor filters with 5 scales and 36 orientations are used to calculate the

texture orientation at every pixel of the road image, and the confidence level function

is used to determine the remaining voters which are useful for the VP voting process by

checking the reliability of the obtained texture orientations. A larger threshold value

for confidence level function was introduced and a new algorithm based on Hough

transform to discard remaining voters in very top of the image was proposed in order

to reduce the number of remaining voters.

In Section 2.4, our novel local soft voting method for VP detection was proposed,

in which the number of scanning pixels is much reduced (the remaining pixels are

scanned instead of the image pixels) in order to reduce the computational cost, and a

new VP candidate region was introduced in order to improve the estimation accuracy

of the VP detection algorithm.

The experimental results were demonstrated to show the effectiveness of the pro-

posed method in Section 2.6. In order to assert the effectiveness of the proposed

algorithm, the proposed method and the LASV method have been implemented and

tested on 1000 road images which contain large variations in color, texture, lighting

condition and surrounding environment. On the other hand, the effect of two impor-

tant parameters R and δ were also discussed in this section.

Our investigation demonstrated that the number of remaining voters near the VP

is small, which indicates that a small radius of a voting region cannot cover the many

voters which possibly vote for the VP. This leads to the fact that the performance of

the LASV0 method is worse than that of the LASV1 method. On the other hand, the

computational cost almost monotonously decreases with respect to the value of δ. In

addition, a large value of δ and a small value of δ decrease the estimation performance.

From the viewpoint of estimation performance, we use δ = 0.50 which yields the best

result in our method.

The experimental results revealed that: i) the proposed method outperforms better

than the LASV method which uses a small voting region, especially in some images in
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which most remaining voters are far from the VP, ii) the proposed method with using

a temporary VP detected by Hough transform improves the estimation performance,

and iii) the computational cost of the proposed method is considerably less than that of

the LASV method, the computational time for the Gabor convolution and confidence

level estimation which accounts for most of the computational time in our proposed

method is the same for the LASV method, whereas, the computational time of the

proposed method for the voting process is much less than that of the LASV method.
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Chapter 3

Road area extraction

3.1 Introduction

Over the past few decades, numerous road area extraction methods have been widely

published for urban and highway roads, structured roads, and unstructured roads. In

all of these studies, estimating a location of vanishing point (VP) is a key requirement.

A set of parallel lines in the world space by perspective projection converges to a

common point in image space known as the VP. If the VP can be located correctly,

then it is more likely to detect the road area properly

Given an image of the road that is not clear. The computer must determine where

the road in that image. Numerous road detection methods have been proposed [2], [3],

[20], [42], [43], [44], [45], [46], [47], [48] in which the algorithm is mainly divided into two

steps: i) detection of the vanishing point associated with the road, ii) segmentation of

the road area.

For instance, in [42], a texture detection method using Gabor Filters is proposed

to detect distant stair-cases. When close enough, stair-cases are then detected by

looking for groups of concurrent lines, where convex and concave edges are partitioned

using intensity variation information. Stair-case pose is estimated by a homography

search approach. Using an a priori stair-case model, search criteria and constraints
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are established to find its vertical rotation and slope. This algorithm is working in

theory, however in terms of speed, it is slow and far from real-time.

In the method proposed in [43], zebra-crossings are detected by looking for groups

of concurrent lines, edges are then partitioned using intensity variation information.

In order to tackle the ambiguity of the detection algorithm in distinguishing zebra-

crossings and stair-cases, pose information is sought. Three methods are developed

to estimate the pose: homography search approach using an a priori model, finding

normal using the vanishing line computed from equally spaced lines, and with two

VPs. As pointed out in [20], this algorithm is also time-consuming.

In [44], the authors develop a two-stage algorithm in order to increase robustness.

The first stage detects the borders of the road using a contour-based approach and

primarily to estimate the Dominant Vanishing Point (DVP). The DVP and the borders

of the road are then used to constrain the region where the points of interest, corre-

sponding to the road lane markers, can be extracted. The second stage uses a robust

technique based on projective invariant to match the lines and points between two

consecutive images in the sequence. Finally, they compute the homography relating

the points and lines lying on the road into the two images.

In general, the key to the approaches [42], [43], [44] is to use a voting procedure

like a Hough transform on edge-detected line segments to find points where many

intersect. Peaks in the voting function are good candidates for vanishing points. This

is sometimes called a cascaded Hough transform because the lines themselves may have

first been identified via a Hough transform. Broadly, these methods can not applied

to unstructured roads lacking clear painted lines and distinct road borders.

Recently, some VP and texture-based methods have been proposed [2], [3], [20], [48].

In these methods, the estimated VP is used as a constraint to detect two dominant

edges for segmenting the road area. These methods can be applied for general road

images since they use the texture cue. However, the computational time of those

methods is still high.
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In this chapter, we propose a new road area extraction method. We detect the most

immediate straight road part in the direction of the optical axis of the forwarding look-

ing cameras based on estimating two lines (road boundaries) going from the VP and

below the VP in the road image. In our method, in order to achieve a one degree level

of precision for road boundaries detection, a histogram of 180 angles corresponding

to angles of 180 lines going from the detected VP is used. When generating the his-

togram, the color information of the road image is combined to improve the estimation

performance. The proposed road area extraction method has been implemented and

tested on 1000 road images. The experimental results show that our proposed method

performs well in challenging conditions.

3.2 Related research

As stated above, previous VP-based road area extraction methods [2], [3], [20], [48] have

attempted to detect the VP based on texture orientation calculation.

In [20], a straight road segmentation method is given to detect both road borders

simultaneously. It is achieved by optimizing a criterion, which is the difference between

the average values of some characteristic (e.g., R,G,B color cues) within the image road

region and that characteristic in the region outside the road. It may work when the

road and off-road regions have different characteristics. However, it usually fails for

both cases where there is little difference in color between road and off-road regions,

and where the color is not homogeneous in road region.

In [48], the authors obtain the middle line of the road by using the imaginary

road support ray. This technique is well adapted to desert (unpaved) roads where

there usually is a clear trace left by previous vehicles and these rays exhibit an even

distribution. However, it may not work as well on paved roads whose texture is usually

sparser. Therefore, finding the middle line may prove more difficult than road borders.

In [2], the algorithm for road detection is performed as follows: i) scan the VP
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Figure 3.1: 29 constructed lines (yellow lines) going from the detected VP and two
detected road borders (pink lines) in [2].

candidates as the uppermost 90% of the pixels in the image ii) create a half-disk

voting region for each VP candidate iii) calculate the voting score received by each

VP candidate from the remaining voters in its half-disk voting region iv) obtain the

VP as the VP candidate having the largest voting score, v) construct a set of 29 lines

going from the detected VP and the angle between two neighboring lines is set to 5◦,

vi) calculate the OCR (Orientation Consistency Ratio) for each line of 29 lines and

two road borders can be detected from the maximum of OCR values. An illustration

of 29 constructed lines in [2] is shown in Fig. 3.1. The definition of OCR is given in

Fig. 3.2. In Fig. 3.2, l is a line consisting of a set of discrete oriented points/pixels (the

orientation of these points denoted by a black arrow in the figure). For each point P,

if the angle between the point’s orientation and the line’s direction is smaller than a

threshold, this point is viewed to be orientationally consistent with the line. OCR is

defined as the ratio between the number of orientationally consistent points and the

number of total points on the line.

In [3], the road border extraction algorithm is also based on OCR calculation as

same with one in [2]. However, to segment the road area, two most dominant edges are

selected as the road borders by combining OCR and color cue. This road detection

method integrates texture orientation and color information of the road. In particular,
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Figure 3.2: An illustration of OCR calculation in [2]. l: one of 29 constructed lines.
P: a discrete point on l.

Figure 3.3: An illustration of color calculation in [3].

for each line of 29 constructed lines, the color difference between the two neighboring

regions of each ray. Figure 3.3 shows an illustration of neighboring regions for color

calculation in [3]. In this figure, A1 and A2 are two neighboring regions of the con-

structed line l, the area of A1 and A2 is controlled by their wedge angle respectively,

which is set to 20◦. In this method, the road borders are selected as the rays which

maximize the product of OCR value and color difference.

There are three observations: i) the remaining voters which are mostly on the

textures and road borders of the image are not used in [2], [3], ii) calculating OCR
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for 29 lines may increase the computational time, and iii) using such large regions for

color calculation in [3] may also increase the computational cost.

In our method, we use remaining voters for road area extraction since they are

very meaningful. In order to achieve a one degree level of precision for road boundaries

detection, a histogram of 180 angles corresponding to angles of 180 lines going from the

detected VP is used. In order to reduce the computational cost for color calculation,

two local parallelograms for color difference calculation are introduced.

3.3 Road area extraction

After having computed texture orientations and estimated the initial location of VP

in Chapter 2, it is possible to detect the road region.

In this section, we propose a new VP-constrained method in which histograms

based on texture orientations and RGB color information are used to detect the loca-

tion of the two most dominant borders, and the estimated VP is updated with a joint

point of these borders.

3.3.1 Histogram and first border detection

In previous method [2], the road borders are detected based on a calculation of OCR.

After detecting the VP, a set of 29 lines going through the VP is constructed such

that the angle between two neighboring lines is 5◦. For each image pixel, if the angle

between the pixel’s orientation and the line’s direction is smaller than a threshold, this

pixel is viewed to be orientationally consistent with the line. In [2], the OCR is defined

as the ratio between the number of orientationally consistent pixels and the number

of total pixels on the constructed line. Finally, two lines with maximum OCRs being

considered as the two most dominant road borders.

In order to improve the performance of road detection, an effective method which

integrates texture orientations and color information of the road image was proposed
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Figure 3.4: Angles for calculating angular difference.

recently by Kong et al. in [3].

The main differences between our method and those methods in [2], [3] lie in the

following aspects: i) in the estimation of road region, we do not use all the image pixels

as in [2] because a large number of them might be out of the road. In our method,

we use only the remaining voters below the detected VP which are high possibility on

some edges of the road, ii) instead of constructing a set of 29 lines from the VP with 5◦

of angular resolution, we consider angles of lines going from the VP passing through

the voters, which can help to reduce the angular resolution and improve the accuracy

of the algorithm, and iii) when utilizing the color information of the road image for

generating histograms, we do not use such large regions as introduced in [3]. Instead,

we use the local regions to calculate the color difference as proposed in [49], [50].

To describe our concept, an illustration for calculating the angular difference is

given in Fig. 3.4. In the figure, V indicates the estimated VP, Pi indicates the ith

voter,
−→
Oi indicates the vector orientation of Pi, θi indicates the dominant orientation

of Pi, and αi indicates the angle of line going from V passing through Pi. It can be

seen that, each voter Pi defines an angle αi, and αi will be varied from 0◦ to 180◦. For
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each voter Pi, diff(Pi) is used to calculate the angular difference between vector
−→
Oi

and the direction (VPi), a smaller angular difference means a higher value of diff(Pi):

diff(Pi) = exp(−|αi − θi|). (3.1)

On the other hand, in general road images, there is a difference between road

and off-road regions which are separated by the road borders. Observing that if the

line going from V passing through Pi in Fig. 3.4 is one of the two most dominant

road borders, then the colors of two local regions in either side of this line might be

remarkable different. From that point, it is worth to use the color information when

generating histograms to detect the road borders. It is also needed to point out the

distinction between our color calculation method and the method in [3]. The main

difference is that after constructing a set of 29 lines from the VP, they calculate the

color difference between the two neighboring regions of each line. The wedges of these

two neighboring regions are set to 20◦, and these are large regions.

In this thesis, we introduce the local regions which are illustrated in Fig. 3.5. In the

figure, V indicates the estimated VP, Pi indicates the ith voter, and two parallelograms

Ri1 and Ri2 indicate two local neighboring regions on either side of the direction (VPi).

In our experiments, d, w, and h are set to 5 pixels, 25 pixels and 30 pixels, respectively.

The color difference between Ri1 and Ri2 for each channel of the RGB color space is

calculated by:

diff(Ri1,Ri2)c =
|mean(Ri1)−mean(Ri2)|√

var(Ri1) + var(Ri2)
. (3.2)

where mean() and var() are the mean and variance of pixel values in a region for a

single color channel. For a voter Pi, diff(Ri1,Ri2) indicates the color difference between

Ri1 and Ri2, and is defined as the largest of the color difference for each channel:

diff(Ri1,Ri2) = max{diff(Ri1,Ri2)c|c = {R,G,B}}. (3.3)
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Figure 3.5: Parallelograms for calculating color difference.

To generate the histogram, the algorithm is performed as follows:

Step 1 For each voter Pi, calculate the related angle αi. After that, two measures

are computed: i) the angular difference between αi and the dominant orienta-

tion of voter Pi by (3.1), and ii) the color difference between two neighboring

parallelograms on either side of the direction (VPi) by (3.3). Then, calculate

the product of these two measures and add this product value to the location

αi in the defined histogram. Finally, h(angle) which indicates the value of the

histogram at the location αi is determined as follows:

h(angle) =
N∑
i=1

diff(Pi)diff(Ri1,Ri2)δ[angle− αi], (3.4)

where N is the number of voters, δ is the Kronecker delta function, and angle

= 0, 1, ... , 180.

Step 2 In the histogram, exclude those angles which are smaller than 20◦ or larger

than 160◦ which might cause improper detections.

After generating the histogram, the first dominant road border can be detected by
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picking up an angle with maximum value in the histogram. An example of first border

detection using histogram is shown in Fig. 3.6.

3.3.2 Second Border Detection and VP Updating

Our experimental results demonstrate that, the estimated VP coincides with a joint

point of some dominant borders if this VP is a proper estimation, while it often falls

on the extension of one the most dominant road borders if it is an improper estimation

(see an illustration in Fig. 3.7). Therefore, we propose a method to find the second

road border based on the first detected one, and update the estimated VP with a joint

point of the two most dominant borders. The algorithm is performed as follows:

Step 1 Regularly sample m points (m = 16) on the first estimated road border and

near the estimated VP. In our experiments, dv which indicates the distance be-

tween two neighboring points is set to 2 pixels. (An illustration is shown in Fig.

3.9. In the figure, V is the estimated VP, and blue points indicate sampling

points.)

Step 2 For each point, generate a histogram as defined in 3.3.1. Exclude those angles

which have an angular difference with the first border smaller than 20◦. This

is motivated by the assumption that the angle between two borders is generally

larger than 20◦ (see Fig. 3.8). After that, calculate the “sum” of n maximum

values (n = 8) in the histogram (excluding the first detected border).

Step 3 A point with “maximum sum” will be considered as an updated VP. The

second border is then detected based on the generated histogram of this updated

VP. In particular, the maximum value in the histogram (excluding the first

detected border) of the updated VP is corresponded to the location of second

border.

An example of second border detection and updated VP is shown in Fig. 3.10.

In the figure, the pink cross indicates the initial estimated VP, and the orange cross

indicates the updated VP. An example of voting scores of the updated VP and the first

detected VP is shown in Fig. 3.11. In the figure, orange crosses indicate the updated

VP, pink crosses indicate the first detected VP, and the voting scores of those points
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(a) Example of generated histogram.
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Figure 3.6: Example of first border detection using histogram.

are written in yellow texts. From Fig. 3.11, it can be seen that, the voting scores

of updated VPs are local maximum values of the voting scores of corresponding first

detected VPs.

3.4 Experimental results

Our proposed road detection method is implemented in 1000 general road images. All

of these images were used in the last chapter for VP detection.
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Figure 3.7: Detected VP sometime falls on the extension of one the first detected road
borders.

In order to assert the accuracy of the proposed road detection method, we evaluate

the performance of the proposed method in four different combinations.

For brevity, we define each combination as follows: the method with updating VPs

and using color information is denoted by “update + color”, the method with updating

VPs and not using color information is denoted by “update + no color”, the method

without updating VPs but using color information is denoted by “no update + color”,

and the method not using color information and without updating VPs is denoted by

“no color + no update”. (Note that “no update” means the second border is detected

together with the first border based on the two maximum values in the first generated

histogram, and “no color” means the function for generating the histogram does not

include the color difference calculation.)

To quantitative show the road detection accuracy, we manually mark the road

region for each image of 1000 road images. The “F-measure” function which is based

on the “Recall” function and “Precision” function is used to evaluate the accuracy of

road detection. The F-measure function is defined as follows:
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Figure 3.8: Assume that the angle between two borders is generally larger than 20◦.
Yellow regions: possible areas for second border detection.

V

first estimated border

dv

Figure 3.9: V: estimated VP, blue points: sampled points in the first border.

F =
2PR

P + R
, (3.5)

where R denotes the Recall function, and R is calculated as follows:

R =
TP

TP + FN
, (3.6)

and P denotes the Precision function, and P is calculated as follows:

P =
TP

TP + FP
, (3.7)
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Figure 3.10: Example of second border detection and updated VP.

with TP denotes the correct (True Positive) detected pixels, FN denotes the incor-

rect (False Negative) detected pixels of the detected road region compared with the

marked ground truth region, FP denotes the False Positive pixels, and TN denotes

the True Negative pixels. Figure 3.12 shows an illustration of TP, FN, FP, and TN.

In the figure, the images in the first column are the input images, and the images in

the second column show the ground truth of road borders (red lines) and the detected

results (blue lines). The images in the third columns show the regions corresponding

to TP (yellow areas), FN (red areas), FP (green areas), and TN (black areas).

Based on these definitions, we may find that the F-measure reaches its maximum

value only when the detected region coincides with the marked ground truth one.

We change the F-measure rate, Recall rate, and Precision rate from 0 to 1 and

calculate the statistics of how many road images are correctly detected in four different

methods defined above, which are shown in Fig. 3.13, Fig. 3.14, and Fig. 3.15,

respectively. In those figures, the horizontal axis represents the F-measure, Recall,

and Precision, respectively, and the vertical axis represents the “accuracy” (number

of images).

From Fig. 3.13, it can be seen that, the proposed method with using color informa-

tion and updating VPs improves the accuracy of the algorithm over other conditions.
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Figure 3.11: Example of normalized voting scores of the updated VP (orange crosses)
and the first detected VP (pink crosses).

Table 3.1: Three extra experiments with changing d, h, and w.
Proposed method extra1 extra2 extra3

d 5 pixels 0 pixel 5 pixels 5 pixels
h 30 pixels 30 pixels 15 pixels 30 pixels
w 25 pixels 25 pixels 25 pixels 13 pixels

On the other hand, in order to evaluate the effect of d, h, and w which are the

parameters of the parallelograms for color calculation on the estimation performance,

three extra experiments with changing the values of d, h, and w are carried out as

described in Table 3.1. Next, we compare the estimation performances of the proposed

method and these three extra conditions.

The F-measure graph, Recall graph, and Precision graph of four methods shown

in Table 3.1 are shown in Fig. 3.16, Fig. 3.17, and Fig. 3.18, respectively.

From Fig. 3.16, it can be seen that the method “extra3” is worse than the proposed

method. In the other words, the parameter w is the most important parameter among

three parameters d, h, and w of the parallelogram.

Figure 3.19 and Fig. 3.20 show some examples of road detection by applying the

proposed method with four mentioned combinations in unstructured roads. Figure 3.21

and Fig. 3.22 show some examples of road detection by applying the proposed method



66 3.4. EXPERIMENTAL RESULTS

Figure 3.12: Illustration of marked ground truth of road borders and detected results.
First column: input image. Second column: red lines are marked ground truth of
road borders, and blue lines are detected borders. Last column: yellow regions are TP
(True Positive) detected pixels, red regions are FN (False Negative) detected pixels,
green regions are FP (False Positive) pixels, and black regions are TN (True Negative)
pixels.
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Figure 3.13: Road detection accuracy using the F-measure function: the combination
of color and updating VPs improves the accuracy over other conditions.

Figure 3.14: Recall graph of the four methods shown in Fig. 3.13.
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Figure 3.15: Precision graph of the four methods shown in Fig. 3.13.

Figure 3.16: F-measure graph of four methods shown in Table 3.1.
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Figure 3.17: Recall graph of four methods shown in Table 3.1.

Figure 3.18: Precision graph of four methods shown in Table 3.1.
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Table 3.2: Computational times for road detection process of four methods.
Method Computational time (s)
update + color 3.082
update + no color 0.043
no update + color 0.201
no color + no update 0.009

with four mentioned combinations in structured roads. From those figures, it can be

seen that the method “update + color” yields the best estimation performance when

compared to the other three methods.

Table 3.2 shows the computational times for the road area extraction process of

the four methods: “update + color”, “update + no color”, “no update + color”, and

“no color + no update” in second. From the table, it can be seen that the “update

+ color” method is time consuming (the computational time is 3.082 seconds). From

the view point of computational time, the “no update + color” method is selected as

the proposed method because its estimation performance is almost the same with the

“update + color” method (see Fig. 3.13), while its computational time is much less

than that of the “update + color” method (the computational time is 0.201 seconds).

Figure 3.23, Fig. 3.24, Fig. 3.25, Fig. 3.26, Fig. 3.27, and Fig. 3.28 show some

examples of road area extraction for desert roads, structured roads, snow-covered

roads, rural roads, dark roads, and highway roads, respectively. From those figures,

it can be seen that the road area extraction method performs well for general road

images.
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(a) Input images.

(b) update + color.

(c) update + no color.

(d) no update + color.

(e) no update + no color.

Figure 3.19: Examples of road area extraction in unstructured roads. Pink crosses:
initial VPs, orange crosses: updated VPs, bright green lines: first detected borders,
blue lines: second detected borders.
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(a) Input images.

(b) update + color.

(c) update + no color.

(d) no update + color.

(e) no update + no color.

Figure 3.20: Examples of road area extraction in unstructured roads (continued).
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(a) Input images.

(b) update + color.

(c) update + no color.

(d) no update + color.

(e) no update + no color.

Figure 3.21: Examples of road area extraction in structured roads. Pink crosses:
initial VPs, orange crosses: updated VPs, bright green lines: first detected borders,
blue lines: second detected borders.
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(a) Input images.

(b) update + color.

(c) update + no color.

(d) no update + color.

(e) no update + no color.

Figure 3.22: Examples of road area extraction in structured roads (continued).
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Figure 3.23: Examples of road area extraction for desert roads. Pink crosses: initial
VPs, orange crosses: updated VPs, bright green lines: first detected borders, blue
lines: second detected borders.
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Figure 3.24: Examples of road area extraction for structured roads. Pink crosses:
initial VPs, orange crosses: updated VPs, bright green lines: first detected borders,
blue lines: second detected borders.
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Figure 3.25: Examples of road area extraction for snow-covered roads. Pink crosses:
initial VPs, orange crosses: updated VPs, bright green lines: first detected borders,
blue lines: second detected borders.
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Figure 3.26: Examples of road area extraction for rural roads. Pink crosses: initial
VPs, orange crosses: updated VPs, bright green lines: first detected borders, blue
lines: second detected borders.
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Figure 3.27: Examples of road area extraction for dark roads. Pink crosses: initial
VPs, orange crosses: updated VPs, bright green lines: first detected borders, blue
lines: second detected borders.
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Figure 3.28: Examples of road area extraction for highway roads. Pink crosses: initial
VPs, orange crosses: updated VPs, bright green lines: first detected borders, blue
lines: second detected borders.
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3.5 Conclusions

Detecting road area from a single road image is a challenging problem as the detection

algorithm must be able to deal with continuously changing backgrounds, different

environment (urban, high ways, off-road), different road types (shape, color), and

different imaging conditions (varying illumination, different viewpoints and changing

weather conditions).

In this chapter, a new VP-constrained road area extraction method for general

road images was proposed. Our method based on a VP estimated in the previous

chapter. In the proposed method, the first dominant road border can be detected by

using a histogram. In order to generate the histogram, angular difference and color

difference are calculated for each remaining voter. Local regions (parallelograms) for

calculating color difference were introduced in this chapter. After detecting the first

road border, the second most dominant road border can be detected from the first

one by optimizing a criterion. The experimental results demonstrate that the pro-

posed method which integrates texture orientations and color information is effective

in detecting road regions in challenging conditions. On the other hand, from the view

point of computational time, the “no update + color” method without updating VP

is selected as the proposed method because its estimation performance is almost the

same with the “update + color” method, while its computational time is much less

than that of the “update + color” method with updating VP.
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Chapter 4

Conclusions

4.1 Conclusions

Road area extraction plays an important role in different areas of computer vision

such as autonomous driving, car collision warning and pedestrian crossing detection.

Detecting road areas from a single road image is a challenging problem as the detection

algorithm must be able to deal with continuously changing backgrounds, different

environment (urban, high ways, off-road), different road types (shape, color), and

different imaging conditions (varying illumination, different viewpoints and changing

weather conditions).

Recently, numerous road area extraction methods have been widely published for

urban and highway roads, structured roads, and unstructured roads. In all of these

studies, estimating a location of vanishing point (VP) is a key requirement. A set

of parallel lines in the world space by perspective projection converges to a common

point in image space known as the VP. If the VP can be located correctly, then it is

more likely to detect the road area properly.

State-of-the-art VP-based road detection methods can be mainly grouped into three

categories: edge-based methods, prior-based methods, and texture-based methods.

Most edge-based methods take advantage of computational efficiency, and they can be
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applied to real time systems. However, the disadvantage is that they only work well

for structured roads with clear painted lines or distinct road boundaries, while they

usually fail in unstructured roads lacking sharply defined, smoothly curving edge.

In order to overcome the limitation of these edge-based methods, prior-based meth-

ods and texture-based methods for road detection have been widely proposed. Most

prior-based methods are robust to varying imaging conditions, road types and sur-

rounding environments. However, they often require a large-scale image or video train-

ing database and also manual works for labeling VPs for the training stage. Hence,

such prior-based methods are inapplicable to detect the road region from a single road

image.

In contrast, texture-based methods are very effective at detecting road areas for

both structured roads and unstructured roads. These methods first search for local

oriented textures and then make them vote for the location of the road’s VP. In order

to segment the road area, a VP-constrained group of dominant edges are detected, and

two most dominant edges are selected as the road borders. In general, the disadvan-

tages of these texture-based methods are: i) the computational cost of VP detection

process is high, and ii) an estimation error of VP detection which may affect the

performance of road area extraction is obtained in some images.

In this thesis, our main objectives are: i) to reduce the computational cost and

improve the performance of VP detection algorithm, and ii) to propose a new VP-based

road area extraction method from a single road image.

In Chapter 2, a new local soft voting method was proposed to overcome the limi-

tations of the LASV method.

In Section 2.3, Gabor filters and confidence level function were introduced. In this

section, Gabor filters with five scales and 36 orientations are used to calculate the

texture orientation at every pixel of the road image, and the confidence level function

is used to determine the remaining voters which are useful for the VP voting process by

checking the reliability of the obtained texture orientations. A larger threshold value
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for confidence level function was introduced and a new algorithm based on Hough

transform to discard remaining voters in very top of the image was proposed in order

to reduce the number of remaining voters.

In Section 2.4, our novel local soft voting method for VP detection was proposed,

in which the number of scanning pixels is much reduced (the remaining pixels are

scanned instead of the image pixels) in order to reduce the computational cost, and a

new VP candidate region was introduced in order to improve the estimation accuracy

of the VP detection algorithm.

The experimental results were demonstrated to show the effectiveness of the pro-

posed method in Section 2.6. In order to assert the effectiveness of the proposed

algorithm, the proposed method and the LASV method have been implemented and

tested on 1000 road images which contain large variations in color, texture, lighting

condition and surrounding environment.

The experimental results reveal that: i) the proposed method outperforms better

than the LASV method which uses a small voting region, especially in some images in

which most remaining voters are far from the VP and ii) the computational cost of the

proposed method is considerably less than that of the LASV method, the computa-

tional time for the Gabor convolution and confidence level estimation which accounts

for most of the computational time in our proposed method is the same for the LASV

method, whereas, the computational time of the proposed method for the voting pro-

cess is much less than that of the LASV method.

In Chapter 3, our new VP-constrained road area extraction method was described.

The goal of the road extraction method is to detect the most immediate straight

road part in the direction of the optical axis of the forwarding looking cameras based

on estimating two lines (road boundaries) going from the VP and below the VP in

the road image. In this method, in order to achieve a one degree level of precision for

road boundaries detection, a histogram of 180 angles corresponding to angles of 180

lines going from the detected VP was used. When generating the histogram, the color
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information of the road image is combined to improve the estimation performance.

The proposed road area extraction method was implemented and tested on 1000 road

images. The experimental results showed that our proposed method performs well in

challenging conditions.

In summary, the main contributions of this thesis are: (1) to reduce the computa-

tional cost and improve the performance of VP detection algorithm, and (2) to propose

a new VP-based road area extraction method which works well for various road types.

4.2 Future work

Our future work is to reduce the computational time for VP detection algorithm by

reducing the computational time for texture orientation calculation and remaining

voters determination.
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