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#### Abstract

In image processing, segmentation is one of the critical tasks for diagnostic analysis and image interpretation. In the following thesis, we describe the investigation of three problems related to the segmentation algorithms for medical images: Active shape model algorithm, 3-dimensional (3-D) statistical shape model building and organic segmentation experiments. For the development of Active shape models, the constraints of statistical model reduced this algorithm to be difficult for various biological shapes. To overcome the coupling of parameters in the original algorithm, in this thesis, the genetic algorithm is introduced to relax the shape limitation.

How to construct a robust and effective 3-D point model is still a key step in statistical shape models. Generally the shape information is obtained from manually segmented voxel data. In this thesis, a two-step procedure for generating these models was designed. After transformed the voxel data to triangular polygonal data, in the first step, attitudes of these interesting objects are aligned according their surface features. We propose to reflect the surface orientations by means of their Gauss maps. As well the Gauss maps are mapped to a complex plane using stereographic projection approach. The experiment was run to align a set of left lung models. The second step is identifying the positions of landmarks on polygonal surfaces. This is solved by surface parameterization method. We proposed two simplex methods to correspond the landmarks. A semi-automatic method attempts to "copy" the phasic positions of pre-placed landmarks to all the surfaces, which have been mapped to the same parameterization domain. Another automatic corresponding method attempts to place the landmarks equidistantly. Finally, the goodness experiments were performed to measure the difference to manually corresponded results. And we also compared the affection to correspondence when using different surface mapping methods.


The third part of this thesis is applying the segmentation algorithms to solve clinical problems. We did not stick to the model-based methods but choose the suitable one or their complex according to the objects. In the experiment of lung regions segmentation which includes pulmonary nodules, we propose a complementary region growing method to deal with the unpredictable variation of image densities of lesion regions. In the experiments of liver regions, instead of using region growing method in 3-D style, we turn into a slice-by-slice style in order to reduce the overflows. The image intensity of cardiac regions is distinguishable from lung regions in CT image. But as to the adjacent zone of heart and liver boundary are generally blurry. We utilized a shape model guided method to refine the segmentation results.

3-D segmentation techniques have been applied widely not only in medical imaging fields, but also in machine vision, computer graphic. At the last part of this thesis, we resume some interesting topics such as 3-D visualization for medical interpretation, human face recognition and object grasping robot etc.
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## DEDICATION

In this thesis, we propose a 3-D statistical shape model based segmentation method. The statistical shape model building method and searching method are developed. The dedication is summarized below:

1. Based on the investigation of some widely applied segmentation methods, we present a brief framework to deal with the segmentation problems in medical imaging. This framework contributes to the construction of computer aided software project.
2. In segmentation experiments using 2-D active shape model method, the pose parameters and the shape parameters have strong coupling which always brings operation redundancy and precision loss. To overcome it, we introduce generic algorithm to calculate the parameters update.
3. To align all the training samples in the same spatial modality, we propose Gauss mapping based alignment methods. We compare two mapping images to confirm the rotation parameters of object in 3-D space. As well, since the limitation of boundary when mapping the stereographic surface into a plane, as the improvement, we introduce the stereographic projection to solve it.
4. Spherical conformal mapping is a novel method to parameterize a genus zero shape. We introduce this method to perform the correspondence of landmarks. We propose a semi-automatic correspondence method and an automatic method. As well, we test the affection to correspondence results from the constraints of spherical conformal mapping.
5. Regard to the experiments, we performed various methods for organic segmentation tasks. In lung regions segmentation from CT images, we propose a complementary region growing method to prevent the loss of detail information, such as lesions. In liver region
segmentation, we substitute a slice-by-slice region growing method for 3-D region growing method to improve the robustness of method. In cardiac region segmentation, we combine the mean shape model to fast marching method to reduce false negative rate.
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## CHAPTER 1: INTRODUCTION

### 1.1 MOTIVATION

Medical image segmentation, entailing separation of structures of interest from the background or from each other, plays a crucial role in extraction of useful information and images classification for most of medical imaging applications. Organic segmentation means extracting the target regions of organs from medical scan images, which generally include lung, cardiac, liver, kidney and spleen region. It is one of the important steps leading to image understanding, analysis, shape interpretation, as well as the fundamental part of Computer Aided Diagnosis (CAD) system. The accuracy of organic segmentation results always affects subsequent imaging processes, such as vessels extraction, characters measurement of lesions [1].

3-D organic segmentation focus on the whole interest organic region but not individual slice. With the development of multi-detector-row scan technique, hundreds of slices for each patient are tedious to analyze on a slice-by-slice basis. Consequently, the need for 3dimensional (3-D) visualization and analysis tools is growing at a high rate of speed [24]. This technology has been useful in medicine. Anatomical knowledge coupled with image processing techniques is applied to improve healthcare [5, 6]. The Virtual Human Body project, in which the database and the human anatomy are obtained from the actual data have been widely used in anatomic education, simulation of X-ray imaging, surgery simulation and so on [7].

Many excellent methods have been conducted, such as thresholding methods [7-10], region growing methods [11-18], level set methods [19-27], graph cuts [28-33], deformable model methods [94-43] and atlas guided methods [44-46]. Each of these approaches has been developed into intact theoretical systems and extending. L. P. Dzung et al. [47] provided an overview of how the method was implemented, and discussed
their specialties. One of general classification methods for segmentation presents the fundamental concepts and techniques used for region-based and edge-based segmentation. But with the boom in this filed, obviously this category method seems has not met the demand.

One powerful subclass of deformable models---Statistical Shape Model methods (SSMs) has been developed in a top-down fashion [39-41]. This method attempts to learn the actual patterns of variability from a set of examples instead of using a single prototype. Statistical analysis is used to given an efficient parameterization of pattern of variation. Due to the inherent a priori information, this approach is more stable against local image artifacts and perturbations. Generally, there are three steps to construct such a statistical shape model: obtain the training samples by identifying the corresponding landmarks on the manually segmented volume data; align all the training sample in a common coordinate frame; statistical analyze the pattern of shapes and prove a compact representation of variation.

### 1.2 CHALLENGES IN MEDICAL IMAGES SEGMENTATION

Accurate segmentation of medical images meets with many challenges. First of all, many anatomical structures are inhomogeneous with respect to spatial repetitiveness of individual pixel/voxel intensities or their grouped co-occurrences. A typical example is extracting lung regions from chest CT images. The difficulty of the operation is the similar lung vessels and chest tissues. Low contrast medical images present additional challenges: e.g., boundary on cardiac and liver are difficult to determine even manually. Relative to the industrial imaging, the variability of shapes and textures in a Region of Interest (ROI) brings the further challenges. In addition, the lesions even cause the ROI beyond recognition completely.

### 1.3 OBJECTIVES

Main objective of this work includes three: Apply SSMs to organic segmentation in 2D medical images. Contribute 3-D statistical shape model. Analyze segmentation algorithms in special applications and explore the approach of using shape model. In details,

- According to the feature characters of different objects, design an appropriate segmentation scheme and select detailed procedure and method.
- Aimed at a special topic of statistical shape model method, for building a statistical model, easily trainable method is required. Moreover, the training process should be efficient, robust and flexible.
- In terms of experiments of organic segmentation, develop robust, accurate and fast performance should be the first to be affected. Although it is difficult to reach human-like performance in medicine, proposed methods should deliver segmentation regions with a reasonably accuracy that is usable for real medical tasks.


### 1.4 OUTLINE OF THIS ARTICLE

This thesis is organized as follows. In chapter 2, investigate an overview of current methods used for computer assisted segmentation of anatomical image, we briefly describe an analytic method that split the segmentation problem to three processes: extracting the elements of image; selecting a style of propagation and inferring the variation of propagation. From chapter 3, we will analysis the statistic shape model based method. In details, in chapter 3, an improved two-dimensional (2-D) active shape model method is provided. We will state the model building method and how to apply the polygonal model to organic segmentation. To overcome the coupling of parameters in the original searching method, we introduce the Genetic Algorithm (GA). However, there are many demerits when using 2-D model based methods. In chapter 4 and chapter 5 , we will discuss the key processes in 3-D statistical shape model construction and explain our proposed alignment method and corresponding method. Meanwhile we also scribe the methodologies and experiment approaches for triangular surface construction. As the
important application of organic segmentation, the segmentation experiments of lung regions, cardiac regions and liver regions are illuminated in chapter 6 . The rendering techniques and the recent applications of 3-D segmentation technology is interpreted in the next chapter. Finally in chapter 8, we conclude this thesis with an outlook for future works.

## CHAPTER 2: FRAMEWORK OF MEDICAL IMAGE SEGMENTATION

The segmentation problem could be decomposed into three processes: 1) extracting the image features and geometric characters; 2) selecting a style of propagation and 3) inferring the variation of propagation. For example, in Snakes methods or Active Contour Models (ACMs) [34], two image features are counted: intensity value and intrinsic pliable character of boundary of interest object. The propagation style is variable line segment. As well, the boundary of segmented object is inferred from balance of variation of two image features by minimizing energies optimization. We describe the details in the sections below.

### 2.1 EXTRACTION OF FEATURES

Medical images contain some visual noise. The presence of noise gives an image a mottled, grainy, or snowy appearance. It reduces image quality and is especially when adjacent objects have the similar issues the contrast is relatively low. With the purpose of obtaining relative desired image features, generally, first of all, the smoothing processing is implemented.

### 2.1.1 Smoothing Filters

### 2.1.1.1 Diffusion equation

Fick's low states that a concentration gradient of information quantity $f$ causes a flux $j$ which aim to compensate for this gradient. They are related by a diffusion tensor $D$. If we plug in Fick's law into the continuity equation we end up with the diffusion equation

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\operatorname{div}(D \cdot \nabla f) \tag{2.1}
\end{equation*}
$$

where $\nabla$ is gradient operator, $\operatorname{div}(\cdot)$ is divergence operation. In image processing we may
identify the concentration with the gray value at a certain location. If the diffusion tensor is constant over the whole image domain, it called as homogeneous diffusion or isotropic, and a space-dependent filtering is called inhomogeneous or anisotropic. Often the diffusion tensor is a function of the differential structure of the evolving image itself. Such a feedback leads to nonlinear diffusion filters. Diffusion which does not depend on the evolving image is called linear.

When introduce this idea into imaging technique, support $f(p, t)$ can be viewed as a sequence of images at location $p$ (Cartesian coordinates of a pixel. In 2-D image, $\mathrm{p}=(x$, $y)$ ) and time $t$. It starts with $f(p, 0)$ and evolves over time to become smoother. "Smoothing" process becomes an initial value problem that we put in an image $f$ at $t=0$ and obtain a smoother image at some later time $t$. While $t$ becoming larger, result image is smoother.

### 2.1.1.2 Gaussian smoothing

Let $D=1$ for a linear case. If we assume either an infinite or cyclical domain for the image and take the Fourier transform of $f$ with respect to the spatial dimension, we can express diffusion equation as

$$
\begin{equation*}
\frac{\partial F}{\partial t}=-d^{2} F \tag{2.2}
\end{equation*}
$$

where $d$ is the distance from the origin of the Fourier transform. This is an ordinary differential equation, and its solution is an exponential of the form

$$
\begin{equation*}
F(d, t)=e^{-d^{2} t} F(d, 0) . \tag{2.3}
\end{equation*}
$$

When we consider a linear diffusion equation, i.e. linear and shift invariant, its solution can be represented by convolution with a kernel. If transform the solution of Eq. (2.3) back to the spatial domain, we could get the Gaussian form function

$$
\begin{equation*}
f(p, t)=\frac{1}{\sqrt{4 \pi t}} e^{-\frac{|p|^{2}}{4 t}} \otimes f(p, 0) . \tag{2.4}
\end{equation*}
$$

Comparing to the Gaussian kernel

$$
\begin{equation*}
g(p)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{\frac{|p|^{2}}{2 \sigma^{2}}} \tag{2.5}
\end{equation*}
$$

where $\sigma$ is the standard deviation, we can see that the solution to the diffusion equation at a particular time is the same as convolving the initial conditions with a Gaussian of standard deviation $\sigma=\sqrt{2 t}$. Fig. 2.1(a) demonstrates a smoothed image. Some novel algorithms have been proposed for medical imaging [48].

### 2.1.1.3 Anisotropic diffusion smoothing

The drawback of linear filter used in medical imaging is that it tends to blur away the sharp boundaries in the image that help to distinguish between the larger-scale anatomical structures. The motivation for anisotropic diffusion (also called nonuniform or variable conductance diffusion) is that a Gaussian smoothed image is a single time slice of the solution to the heat equation that has the original image as its initial conditions [49]. Nonlinear diffusion filters utilize $D$ in Eq. (2.1), as a scalar-valued diffusivity which is adapted to the underlying image structure. Perona and Malik [50] proposed such a method for avoiding the blurring and localization problems of linear diffusion filtering. They applied an inhomogeneous process to reduce the diffusivity at those locations which had a large likelihood to be edges. Such purpose can be done by let $D=c\left(|\nabla f|^{2}\right)$, such

$$
\begin{equation*}
D=\frac{1}{1+|\nabla u|^{2} / \lambda^{2}}, \tag{2.6}
\end{equation*}
$$

done in [51]. Therefore, the variable conductance can be formulated to limit the smoothing at "edges" in images, as measured by high gradient magnitude (Fig.2.1).


Figure 2.1 Effects of smoothing filter. The processing is firstly smooth the input image using smoothing filter. Then to observe its effect, enhance gradient magnitude of image and transform the result to binary image. (a) One slice of liver abdominal CT image. (b) Smoothing filter uses Gaussian kernel. (c) Smoothing filter uses gradient anisotropic diffusion filter. We can see that in (c) some parts with line-like structure are preserved.

### 2.1.2 GRadient

### 2.1.2.1 Differentiation

Changes or discontinuities in an image amplitude attribute such as luminance value or density are fundamentally important primitive characteristics of an image because they often provide an indication of the physical extent of objects within the image. That is the basic idea when we process an image using maximum gradient strength. In general, derivative edge detection is the most applied for edge detection. The first derivative is well known as gradient. We can extract the edge map function $\operatorname{em}(p)$ from the binary image $I(p)$. Suitable edge map functions are given by the equations:
or

$$
\begin{align*}
& e m(p)=-|\nabla I(p)|^{2}  \tag{2.7}\\
& e m(p)=-\left|\nabla\left[G_{\sigma}(p) \otimes I(p)\right]\right|^{2}
\end{align*}
$$

where $G_{\sigma}(p)$ is a two dimension Gaussian function with standard deviation $\sigma$. The second derivative is a matrix, known as the Jocobian.

$$
\left[\begin{array}{ll}
\frac{\partial^{2} f}{\partial x^{2}} & \frac{\partial^{2} f}{\partial x \partial y} \\
\frac{\partial^{2} f}{\partial y \partial x} & \frac{\partial^{2} f}{\partial y^{2}}
\end{array}\right] .
$$

The elements of this matrix are useful in a number of ways, such as the Laplacian

$$
\begin{equation*}
\nabla^{2} f=\frac{\partial^{2} f}{\partial x^{2}}+\frac{\partial^{2} f}{\partial y^{2}}, \tag{2.8}
\end{equation*}
$$

sums the diagonal terms of the Jacobian to yield a rotationally invariant representation of the second derivative of image intensity.

### 2.1.2.2 Vector flow

Edge map $e m(p)$ derived from the image $I(p)$ having the property that it is larger near the image edges. Gradient Vector Flow (GVF) field is computed as a diffusion of the gradient vectors of a gray-level or binary edge map derived from the image [36]. The GVF field $\mathrm{v}(\mathbf{x})$ as the equilibrium solution to the following vector diffusion equation

$$
\begin{align*}
& \mathbf{u}_{t}=g(|\nabla f|) \nabla^{2} \mathbf{u}-h(|\nabla f|)(\mathbf{u}-\nabla f) \\
& \mathbf{u}(\mathbf{x}, 0)=\nabla f(\mathbf{x}) \tag{2.9}
\end{align*}
$$

Here, the first term on the right is referred to as the smoothing term since this term alone will produce a smoothly varying vector field. The second term is referred as the data term since it encourages the vector field $\mathbf{u}$ to be close to $\nabla f$ computed from the data. The weighting functions $g(\cdot)$ and $h(\cdot)$ apply to the smoothing and data terms, respectively. They are the functions with respect to $|\nabla f|$. Since these weighting functions are dependent on the gradient of the edge map which is spatially varying, the weights themselves are spatially varying generally. Fig. 2.2 demonstrates an example of vector flow.


Figure 2.2 Examples of edge map and GVF. (a) One slice of chest CT image. (b) Its edge map image. (c) Its vector flow image.

### 2.2 SHAPE REPRESENTATION

### 2.2.1 2-D SHAPE REPRESENTATION

### 2.2.1.1 Pixels line

This representation is the most common in image processing, especially in edge detection. An edge in a continuous domain can be detected by forming the continuous one-dimensional gradient along with a line normal to the edge slope. If the gradient is sufficiently large, an edge is deemed present. The gradient along the line normal to the edge slope can be computed in terms of the derivatives along orthogonal axes. Most of common edge detection algorithms try to find edge pixels meanwhile to eliminate the noise influence. However, in medical images, due to noise influence and structural break, the edges or other line structures are usually not clearly defined. To overcome these defects, geometric characters, such as curvature, are utilized to recover the line structure. Another novel works were proposed to enhance the line-like structures, which is known as selective enhancement filters [52].

### 2.2.1.2 Polyline

The polyline is a composite one-dimensional cell consisting of one or more connected lines. The polyline is defined by an ordered list of $n+1$ points, where $n$ is the number of lines in the polyline. Almost the most famous segmentation method using this
representation is the Snakes. They try to find the edges of object using a segment line as well as tracking those contours during motion and matching them in stereopsis.

### 2.2.2 3-D Shape Representation

### 2.2.2.1 Voxels

Voxel-based visualization is an example of a regular volumetric grid. Tim and Demetri present a physics-based approach to anatomical surface segmentation, reconstruction [42]. Cootes and Taylor use finite element methods to calculate vibrational modes for each training shape, which are used to generate a number of modified shape instances [54].

It is very common to find medical image datasets that have been acquired with anisotropic shapes. For medical image analyzing and diagnosing by radiologists, "one-by-one" reading style is also prevalent. However, for the model building and image reconstruction, the extreme rectangular pixel shapes becomes regular. To overcome this asymmetry and uniform the different dataset, image isotropic procedure is used to subsample the high in-plane resolution and to super-sample the inter-slice resolution. Generally the subsampling process requires that we preprocess the data with a smoothing filter in order to avoid the occurrence of aliasing effects.

### 2.2.2.2 Point distribution model (PDM)

The pattern of "legal" variation in the shapes and spatial relationships of structures is obtained from a set of training samples, which are marked using landmarks. Statistical analysis is used to given an efficient parameterization of this variability, providing a compact representation of shape and allowing shape constraints to be applied effectively during image interpretation. Due to a clash with nomenclature in the statistics literature, they are now re-christened statistical shape model in the literature. In this thesis, we specify the SSM as subclass of PDM which the positions of points are corresponded.

The conception of landmarks was denoted as the anatomic landmarks in medicine at the beginning. In SSM literature, the landmarks are referred as a set of involved points
that used to represent shapes distributed across the surface. They have been used extensively for the statistical study of biological shape [55-59]. We presume that one kind of issues have the similar structure. In order to calculate statistics of shapes, the corresponding landmarks across the whole surface data should be located at the same anatomical positions of surface. So, to model a statistics of a class of shapes, a set of appropriate training shapes with well-defined correspondences is required.

### 2.2.2.3 M-rep

Medial representation (m-rep) or skeleton has been used to describe biological shapes by Blum since in the 1970s and are commonly utilized in image analysis [60, 61]. They represent objects by their centerlines and vectors pointing from there toward the boundary, often leading to a more compact description than landmarks. Pizer et al. present a medial model with a coarse-to-fine representation for two dimensions [62]. This approach was later extended to three dimensional in and termed m-rep. It has been used successfully for a number of medical image processing tasks, including segmentation.

### 2.2.2.4 Spherical harmonics (SPHARM)

Spherical Harmonics is a set of basic functions which can be used to describe closed surfaces of spherical topology. Among others, this method was employed for deformable models in image segmentation by Szekely et al. [63]. Also related to the SPHARM technique is the method employed by Nikou et al. who hierarchically describe surfaces using the vibration modes of a spherical mesh [64]. Another approach for shape description using wavelets to deal with 2D shape has been proposed by Davatzikos et al. [65]. Nain et al. presented versions using spherical wavelets for the 3D cases [66].


Figure 2.3 Four different shape descriptions of a human left hippocampus: (a) Voxels (b) point distribution model. The points are remarked as landmarks (c) Spherical harmonics (SPHARM) (d) M-rep. ( all pictures are from [67] )

### 2.3 PROPAGATION

### 2.3.1 DIMENSIONALITY

Dimensionality of an algorithm refers to whether a segmentation method operates in a 2-D image domain or a 3-D image domain. Some methods are easy to be expanded from 2-dimennal space to 3-D. However, in some methods such as deformable models, incorporated spatial information may lead to the difficulty of operation. In some cases, however, 2-D methods are applied sequentially to the slices of a 3-D image [69]. They are favors because of practical reasons such as ease of implementation, lower computational complexity, and topology. In addition, it is easier to observer the process in 2-D plane, due to most of viewer support 2-D only.

A unique situation that occurs in computer imaging is the delineation of regions on a non-Euclidean domain, such as surface geometry. Because a surface is a 2-D object folded in 3-D space, segmentation on a surface cannot be treated as a standard 2-D or 3-D problem. The modeling of spatial characteristics along a surface is much more difficult than in a standard imaging plane because of the irregular sampling used by mesh representations. This is an emerging area of research and preliminary results have shown
great promise.

### 2.3.2 Histogram

Image histogram is a classical way when using automatic threshold algorithm. It makes the premise that the interested structures or regions have distinctive quantifiable features such as the image intensity or the gradient magnitude. Each of the regions can be separately processed for information extraction. Segmentation can be accomplished by identifying all pixels or voxels that belong to the same structure/region or based on some other attributes associated with each pixel or voxel [70]. Except for accounting the image density itself, image features are also be taken in account, such as Gray Level Cooccurrence Matrix (GLCM), Zernike moments and so on. Fractal models are also used to describe medical structures [71]. Fractal is useful in modeling statistical roughness and self-similarity at different scales of many natural surfaces. These models are scale independent, display self-similarity, and are able to model natural textures Histogram based methods have been derived as: global methods based on gray-level histograms, global methods based on local properties, local threshold selection, and dynamic thresholding, etc. [72]. Thresholds used in these algorithms can be selected manually or automatically. Fig. 2.4 shows some instances of organic regions. The comparisons of histograms between the intensity of interesting regions and the intensity statistic of background are demonstrated.


Figure 2.4 Histograms. (a) Lung regions from chest CT images (b) Cardiac regions from chest CT images (c) Liver regions from abdominal CT images (d) Liver regions from abdominal MRI images ( with contrast medium)

### 2.3.3 Region Growing

The ideas of region-based algorithms come from the observation that quantifiable features inside a structure tend to be homogeneous [12]. The searching rules are different among algorithms. The most common used method is seeds based, which is also known as flood fill algorithm. The growing regions are started from some previously set seeds and expended by merging the unallocated neighbor pixels of which the image features are within the thresholds. Another searching rule is using unseeded algorithms, such as scanline fill algorithm, while the merging criterion is same the first one. By applying
statistical features properties, one can extend the concept of threshold-connected components to include confidence-connected components. These statistical methods of linking pixels or voxels in a dataset can be used to delineate regions or boundaries, depending on the application.

When we want obtain a three dimensional object using region growing method, two merging styles could be considered. The first one is the "real" three dimensional growing scheme, that means each front-pixel (from which the searching is performed) has 6 or 8 neighbors (make up a cube). When the object has single connectedness, growing process could be completed from one seed. And we do not worry about the topology of the object. But because of the flexibility, this scheme is very weak to deal with the medical images which always filled with noises. Another disadvantage is that since it is common to find medical image datasets that have been acquired with large inter-sclice spaces, different regions are always dealt with into one region. As in Fig. 2.5(a) showing, region I and region II have the similar intensity. When we want to extract region I, region II is emerged together caused of the overlap of two successful slices at the boundary.

Another merging style is region growing slice-by-slice, and integrating all extracted 2D regions together finally. Obviously, it could reduce the affection from the noises or anisotropic of slices in a certain degree, but many under-growing regions could be found due to losing of the topological information, as shown in Fig. 2.5(b).


Figure 2.5 Region growing through serial of slices. (a) Mapping the Obj1 in Slice $i$ to Slice $i+1$, there are overlap regions with Obj2 in Slice $i+1$. When using 3-D region growing method to obtain Obj1, overflow might occur from these overlap regions. (b) Objective region becomes branched over slices. In this case, one region might be loosed if running region growing in slice-by-slice style.

### 2.3.4 Level Set

Level set methods add dynamics to implicit surfaces. The key idea that started the level set fanfare was the Hamilton-Jacobi approach to numerical solutions of a time-dependent equation for a moving implicit surface [19],

$$
H+\frac{\partial S}{\partial t}=0
$$

where $H=H\left(q_{1}, \cdots q_{N} ; \partial S / \partial q_{1}, \cdots, \partial S / \partial q_{N} ; t\right)$ is the classical Hamiltonian function, $S=S\left(q_{1}, \cdots, q_{N}, t\right)$ is called Hamilton's principal function. $t$ denotes time. It is obvious that a variation in $N$ dimensional space is related with a scalar function $S$ in $N+1$ ( original $N$ dimensions plus $t$ ). The level set method was initially proposed to handle the topological changes during the curve evolution. When we consider an image $I$. The boundary function of point $p$ at time $t$ is $C(p, t)$. We assume the boundary is propagated along the normal direction $N$ of boundary. Propagated speed is $F(k)$ which relates the curvature of boundary $k$. Variation of boundary could be denoted as

$$
\begin{equation*}
C(p, t)=F(\kappa) \mathbf{n} . \tag{2.10}
\end{equation*}
$$

Introduce an implicit embedding $\phi(p(t), t)$, and the boundary $C(p, t)$ is treated as $\phi(p(t), t)$ $=0$, i.e.

$$
\begin{align*}
& C(p, t)=\{p: \phi(p, t)=0\} \\
& C(p, 0)=\{p: \phi(p, 0)=0\} \tag{2.11}
\end{align*}
$$

Since $C(t)=\phi^{-1}(0)$, we can contribute the relationship between $\phi$ and $C(t)$,

$$
\phi(C(t), t)=0
$$

The partial differential equation of $\phi$ with respect to time, denoting as $\phi_{t}$ is

$$
\begin{equation*}
\phi_{t}+\nabla \phi[C(t), t] p_{t}=0 \tag{2.12}
\end{equation*}
$$

where $p_{t}$ denotes as the partial differential equation of $p(t)$. On the other hand, the normalized normal vector $\mathbf{n}$ can be calculated using

$$
\begin{equation*}
\mathbf{n}=\frac{\nabla \phi}{|\nabla \phi|} . \tag{2.13}
\end{equation*}
$$

Such

$$
\begin{equation*}
F(k)=p_{t} \mathbf{n}=p_{t} \frac{\nabla \phi}{|\nabla \phi|} . \tag{2.14}
\end{equation*}
$$

The Eq. (2.11) could be represented as

$$
\begin{align*}
& \phi_{t}+F(\kappa)|\nabla \phi|=0 \\
& \phi[C(p, 0), 0]=0 \tag{2.15}
\end{align*} .
$$

The advantage of doing so is that the topological changes can be easily handled and the geometric properties of the contour can be implicitly calculated. Therefore, the computational complexity of geometric deformable models is decreased. Like in the parametric deformable models, speed functions should be defined properly to drive the contour to the right position.

An important development of level set method is called fast marching Method, which assume for that speed function F is always bigger than zero. Hence the propagation of boundary has a certain direction "outward". One way to characterize the position of this expanding front is to compute the arrival time $t$ of the front as it crosses each point $p$. And along the normal direction of boundary, the front motion is characterized as the solution to a boundary value problem. If the speed $F$ depends only on position, the Hamiltonian equation reduces to what is known as the Eikonal equation. Malladi et.al [20] applied this method to the medical image segmentation. To overcome the drawback
of leakage in Malladi's method, a stopping criterion is selected carefully to make sure the contour stops at the right position. If the images are noisy or blurred, the contour may shrink to disappear after long time evolution.

One of derivation of level set method is geodesic active contour algorithm (GAC). It utilizes the gradient of pixel value as the factor of speed function directly and models the segmentation as an optimization problem of finding the minimal distance curve in the image [22]. Geodesic active contour algorithm shows a tight relationship between the parametric model and the geometric model. A survey of algorithms that combine statistical techniques with level set methods can be found in [23].

### 2.3.5 Deformable Model Based Methods

In order to perform higher-level analysis to defend the noise, occlusion, and structural complexity in medical images, a priori information must be incorporated into the interpretation process. A convenient way of achieving this is to use a flexible model to encode information such as the expected position, structure shape and local surface curvature of objects in an image. A fairly extensive review on various deformable model methods can be found in [38].


Figure 2.6: An example of extracting cardiac regions using fast marching method. (a) Edge map used to compute the speed term for the front propagation. (b) Segmented result when iterated 200 times. (c) Result when iterated 450 times. (c) Result when iterated 600 times.

A local flexible model was popularized form Snakes proposed by M. Kass. A snake deforms so as to match image features whilst ensuring that it satisfies structural constraints, such as curvature. It is an explicit tracking way with the advantage of high computational efficiency. In [37], an interactive mechanism was developed that allows user to select control points in order to form a constraining force to influence the curve movement. Numerical comparisons have shown that these improved algorithms considerably decrease the influence of initial conditions and improve the segmentation results. However, a snake lacks specificity as it has little knowledge of the domain, limiting its value in image interpretation.

Incorporation of global shape information is one of the possible solutions to constrain the segmentation of organ structures which are also called statistical model based approaches. Generally, these approaches are always described as an optimization problem of searching the best fit for the image data to the model. One typical statistic shape model was developed by Cootes et al., including Active Shape Model (ASM) [39] and Active Appearance Model (AAM) [40]. Training samples are used to extract the mean shape and define proper ranges of the parameters. After finding an approximate position of the new examples, active shape model uses the edge information to move the control points (also called landmarks) to better positions while the AAM added the mean texture of each point to find a better position. The searching procedure is like the snake methods but the movements of control points are constrained by the ranges of shape parameters which guarantee the similarity between the segmentation result and the training samples. These methods have been applied widely in 3-D medical image segmentation [47]. Although AAM can also be seemed as the derivation of ASM, because of the great successful in computer imaging, this method has been established as a new class. We will leave out it in this thesis.

### 2.3.6 Atlas Based Methods

Atlas-based segmentation is an imaging task which involves labelling a desired
anatomy or set of anatomy from images generated by medical imaging modalities. It could be described as finding a one-to-one transformation that maps a pre-segmented atlas image to the target image. The overall goal of atlas-based segmentation is to assist radiologists in the detection and diagnosis of diseases [46]. Atlas-guided approaches are a powerful tool for medical image segmentation since the anatomic knowledge could be stored in a standard atlas or template is available. Two types of atlases are always utilized: The first one attempts to construct the atlas based on a single subject. In the literature these atlases are called topological, single-subject or deterministic atlases. The single-subject atlas is often a volume image which recorded the average size, shapes or intensity of a class of objects. Note that, however ASM, AAM can also be considered as atlases since they bring spatial prior knowledge to the segmentation process. The second one are often cited as population-based, statistical or probabilistic atlases. Atlases based on a single-subject are not constructed to represent the diversity of human anatomy. To better characterize the variability of anatomical structures, atlases have been constructed on the basis of populations. Such templates could be represented by a probabilistic atlas can be easily subdivided into groups according to specific criteria.

### 2.3.7 GRAPH THEORY

Many graph theoretic techniques have been proposed for cluster analysis [28]. The graph approach generally implements as a coarse-to-fine process. To improve the precision of boundary tracking, multi-resolution pyramids were used to connect discontinuities in traced edges [29].

Another novel methods using graph theory is known as graph cuts. It is represented using an adjacency graph, have been applied as global optimization methods in image segmentation. Each vertex of the graph represents an image pixel, while the edge weight between two vertices represents the similarity between these two vertices.

Random walker algorithm is a novel for performing multilabel, interactive image segmentation. Given a small number of pixels with predefined labels, one can
analytically and quickly determine the probability that a random walker starting at each unlabeled pixel will first reach one of the prelabeled pixels. By assigning each pixel to the label for which the greatest probability is calculated, high-quality image segmentation may be obtained [33].

### 2.3.8 Others

Edge tracking. In the automatic tracing case, the target tracking framework is applied by first assuming that a hypothetical target has followed the boundary of an object in an image and that measurements of its position have been taken at equal time intervals. The position information is obtained by applying an edge detector to the image to identify discrete edge points [73].

Watershed. The concept of watersheds based segmentation method in three dimensions could be treated as two spatial coordinates versus gray levels. Due to the combination of diverse image information, watershed algorithms can achieve satisfied results and always produce a complete segmentation of an image. To handle the over-segmentation, hybrid threshold-based algorithms usually incorporate other techniques to perform the segmentation [74]. Some intuitive images of propagation methods are shown below.


Figure 2.8: 4 examples of propagation styles. (a) Edge tracking. (b) Region growing (c) Deformable model (d) Image dividing. Divide the image into patches and remain the patches which are between the "inside" and "outside". Then divide the remained patches again subtly. Iterate this processing.

### 2.4 FITNESS FUNCTIONS

### 2.4.1 Distance Minimizing

In geometry, L1 Norm measures the absolute distance between the pixels of the original and the corrected image. L2 Norm measures the Euclidian distance between the pixels of the original and the corrected image. And distant minimum of L2 Norm means minimizing root mean squared distance. This principal is generally used to solve the registration problem. Segmentation using statistical model-base method could be dealt with as a registration procedure.

A dominant method using distance minimizing is Iterative Closest Point (ICP) algorithm [75]. It starts with two meshes and an initial guess for their relative rigid-body transform, and iteratively refines the transform by repeatedly generating pairs of corresponding points on the meshes and minimizing an error metric. Generating the initial alignment may be done by a variety of methods [76]. Many variants of ICP have been proposed, affecting all phases of the algorithm from the selection and matching of points to the minimization strategy. As one of the derivation, mesh-to-volume registration methods adapts a deformable surface model to the volumes, and according to the relative positions of corresponding landmarks, searches for the best matching. We use this approach to constrain both ends of cardiac regions in segmentation experiment. The details are described in section 6.3.

### 2.4.2 Energy Minimizing

In active contour model method, a typical energy functional includes the internal energy and the external energy. The internal energy aims to keep the regularity of the contour and is usually defined through the geometric properties of the contour such as length, area or curvature; the external energy attracts the contour to the boundary position and is defined by the image information. The definitions of external forces are the main differences between algorithms. Variable evolutions have been developed to overcome the insufficient of the original snake method. For example, in order to prevent the curves
from shrinking or stopping on local minimum, an added balloon force to the external forces to make the contour inflate or deflate when the gradient field is weak []. By analyzing the reason why the original Snakes have unstable convergence to boundaries with large curvatures, Xu and Prince replaced the gradient field with GVF [36].

Energy minimizing is applied in Graph cut as well. Usually, the cost function to be minimized is the summation of the weights of the edges that are cut. The exact solution can be found in polynomial time. The normalized cut approach [29] is aimed at reducing this bias by introducing a cost function called disassociation. However, the algorithm is slow for planar graphs and NP-hard for non-planar graphs. Interactive graph cuts [30] use s-t minimum cut as an optimization method with the user identifying the object and background regions interactively.

### 2.4.3 Linear Model

For a single multivariate Gaussian, where the data is independent and the principal component axes do correspond to real modes of variation of the input data. Principal component analysis (PCA), also called K-L transform or Hotelling transform, is probably the most famous method [78]. It has been widely applied in a number of scientific areas and usually used to reduce dimensionality. To apply PCA, we consider a distribution of the data by a multivariate Gaussian, which centers on the mean of the data in shape space.

In many cases, where the shape variation is linear, a multivariate Gaussian density model is sufficient. If the distribution is not simple, PCA will still enable us to discard dimensions which are orthogonal to the data, that is, perform dimensional reduction. The individual directions of vectors will not however necessarily correspond to modes of variation of the data. A kernel-based technique then comes in handy, which is known as kernel principal component analysis [79]. Another popular technique is independent component analysis (ICA), which does not assume a Gaussian data distribution and delivers statistically independent projections. It was applied to shape modeling to obtain more abundant description of shapes [80].

### 2.4.4 Bayesian Principle

Using Bayesian principle is another novel way to integrate prior knowledge of anatomical structures to segmentation process [81]. The goal of this work is to unify this process into a single Bayesian framework in order to overcome biases caused by commitment to the initial registration. With notable exceptions, these methods first register the prior information, i.e., an atlas, to the medical image and then segment the medical image into anatomical structures based on that aligned information. Because the Bayes rule allows us to modify our knowledge about a process using both the historical information and the current data, it has been successfully used to segment anatomical structures defined by weakly visible boundaries in medical images.

### 2.4.5 Intelligence Methods

The objective function in medical image segmentation is usually complex, multimodal, discontinuous, and cannot be described in a closed mathematical form that can be analytically solved. Thus, application of several classical techniques becomes limited. In these cases intelligence method seems to be appropriate and natural. Genetic Algorithms (GAs) is a search and optimization method that is capable of handling huge, complicated, and multimodal search spaces. Moreover, incorporation of domain knowledge about the image brings considerable flexibility in the segmentation procedure. In [82], U. Maulik summarized the state of the art in medical image segmentation using GAs and broach this topic in 5 techniques: contour-based technique, texture-based technique, knowledgebased technique, learning-based technique and model-based technique.

Fuzzy technique has been utilized for medical image segmentation for decades [83]. Neural networks based classification is also a common nonlinear parallel processing. Some authors focus on a particularly effective class of neural networks, the generalized radial basis functions, and present an approach that combines unsupervised and supervised techniques [84].

### 2.5 EVALUATION OF IMAGE SEGMENTATION

Image segmentation consists of object recognition and delineation. Generally, there are three factors to evaluate the results of segmentation: precision, accuracy, and efficiency [85]. To assess precision, we need to choose a figure of merit, repeat segmentation considering all sources of variation, and determine variations in figure of merit via statistical analysis. It is impossible usually to establish true segmentation. Hence, to assess accuracy, we need to choose a surrogate of true segmentation noted as gold standard and proceed as for precision. In determination of accuracy, it may be important to consider different ROI to be segmented depending on the application. To assess efficiency, both the computational and the user time required for algorithm training and for algorithm execution should be measured and analyzed.

### 2.5.1 Definition of Ground Truth

Although it is impossible to establish absolute true segmentation, some surrogate of truth is applied. Two possible choices for delineation are outlined below.

### 2.5.1.1 Manual delineation

In medical imaging human expert knowledge is often used as a substitute for a gold standard [86]. Object boundaries are traced or regions are painted manually by experts. Sometimes, it is easier for experts to manually correct the delineation produced by a pretreatment. To acquire an objective representation, multiple repetitions of segmentation by multiple operators is encouraged. Then the accuracy rate is generated by voting the experts' results.

### 2.5.1.2 Synthesized data

A set of mathematical phantoms is created to depict the application domain as realistically as possible in terms of image blur, relative tissue contrast and heterogeneity, noise, and background inhomogeneity in the images (Fig. 2.9). We can also add the known deformation to simulate the real images. The main shortcoming of this approach is the questionable authenticity when changing the algorithm to real segmentation practices.


Figure 2.9: A sample of synthesized data for evaluating the segmentation result. (a) The "true" objective region. (b) Be blurred and added noises.

### 2.5.1.3 Probabilistic distances between segmentation

In a lot of medical image segmentation tasks there are no clear boundaries between anatomical structures. Absolute ground truth by manual segmentation does not exist and only a "fuzzy" probabilistic segmentation is possible [87]. Manual probabilistic segmentations can be generated by aggregating repeated multiple segmentations of the same structure done either by a trained individual rater or by multiple raters. We have developed a probabilistic overlap measure between two fuzzy segmentations derived from the normalized $L 1$ distance between two probability distributions. The probabilistic overlap is defined as

$$
\begin{equation*}
\operatorname{POV}(A, B)=1-\frac{\int\left|P_{A}-P_{B}\right|}{2 \int P_{A B}} \tag{2.16}
\end{equation*}
$$

where $P_{A}$ and $P_{B}$ are the probability distributions representing the two fuzzy segmentations and $P_{A B}$ is the pooled joint probability distribution.

### 2.5.2 Receiver Operating Characteristic

One way of summarizing classification results (labeling) is creating a data set for each class. As illustrated in Tab. 2.1, a confusion matrix is composed of four cells. Each cell is the number of instances that meet the criteria of it. There are four possible outcomes that need to be identified: (a) correctly segment a region (TP), (b) over-segment a region (FP), (c) under-segment a region (FN), (d) correctly ignore a region (TN).

Table 2.1: Receiver Operating Characteristic

|  |  | Actual class |  |
| :---: | :---: | :---: | :---: |
|  |  | Negative | Positive |
| Predicted class | Negative | True Negative (TN) | False Negative (FN) |
|  | Positive | False Positive (FP) | True Positive (TP) |

There are several standard terms derived from this confusion matrix. Among such quality terms, we use two terms, true positive rate (TPR) and false positive rate (FPR):

$$
\begin{align*}
& \mathrm{TPR}=\frac{\mathrm{TP}}{\mathrm{FN}+\mathrm{TP}}  \tag{2.17}\\
& \mathrm{FPR}=\frac{\mathrm{FP}}{\mathrm{TN}+F P}
\end{align*}
$$

We also should merit attention that the accuracy of a segmentation technique must be judged by its performance on a specific application. At the same time different classifier criteria make different assumptions of interesting regions, the specification of the problem is important.

### 2.5.3 Dice Similarity Coefficient

A common evaluation measure for brain segmentation is the Dice similarity coefficient (DSC), an overlap metric between two binary masks defined as:

$$
\begin{equation*}
D S C=\frac{2|A \cap M|}{|A|+|M|} \tag{2.18}
\end{equation*}
$$

where $A$ represents the automatic segmentation mask and $M$ the manual segmentation from the expert. DSC ranges between [0, 1], and DSC values equal or higher than 0.7 are usually considered as a good agreement between two binary masks [88]. This measure is mathematically related to the Area Overlap ( $A_{o v}$ ), another common similarity index presented in [89]. The $A_{o v}$ also ranges between [0, 1], and it is defined as:

$$
\begin{equation*}
A_{o v}=\frac{|A \cap M|}{|A \cup M|} \tag{2.19}
\end{equation*}
$$

### 2.5.4 Cross Correlation

In probability theory and statistics, correlation is always used to include a standardizing factor in such a way that correlations have values between -1 and +1 . The correlation between two signals is a standard approach to feature detection as well as a component of more sophisticated techniques. To use of cross-correlation for template matching is motivated by the distance measure

$$
\begin{equation*}
d=\sum_{x, y}[f(x, y)-t(x-u, y-v)]^{2} \tag{2.20}
\end{equation*}
$$

where $f$ is the image and the sum is over $x, y$ under the window containing the template $t$ positioned at $(u, v)$. Expand this representation, remove the invariant parameters, the cross-correlation term can be express as

$$
\begin{equation*}
c(u, v)=\sum_{x, y} f(x, y) t(x-u, y-v) . \tag{2.21}
\end{equation*}
$$

It is used to measure the similarity between the image and the template. There are several disadvantages to using Eq. (2.21) for template matching.

### 2.5.5 HAUSDORFF DISTANCE

Hausdorff distance is also called maximum surface distance [90]. The HausdorffChebyshev metric defines the largest difference between two contours. Given two finite points sets $A=\left\{a_{1}, \cdots, a_{p}\right\}$ and $B=\left\{b_{1}, \cdots, b_{q}\right\}$, the Hausdorff distance is defined as

$$
\begin{equation*}
H(A, B)=\max (h(A, B), h(B, A)) \tag{2.22}
\end{equation*}
$$

where

$$
h(A, B)=\max _{a \in A} \min _{b \in B}\|a-b\|
$$

is called the directed Hausdorff distance from $A$ to $B$. It identifies the point a $a \in A$ that is
farthest from any point of $B$ and measures the distance from a to its nearest neighbor in $B$, that is $h(A, B)$ in effect ranks each point of $A$ based on its distance to the nearest point of $B$ and then uses the largest ranked such point as the distance. The Hausdorff distance $H(A, B)$ is the maximum of $h(A, B)$ and $h(B, A)$. Thus, it measures the degree of mismatch between two sets by measuring the distance of the point of $A$ that is farthest from any point of $B$ and vice versa.

### 2.5.6 Mean Absolute Surface Distance

The mean absolute surface distance tells us how much on average the two surfaces difference. This measure integrates over both over- and under-estimation of a contour, and results in an L1 Norm with intuitive explanation. The calculation is not straightforward if point to point correspondence on two surfaces is not available. We use a similar strategy as for the Hausdorff metric calculation, namely signed Euclidean distance transforms on one object and overlay of the second object surface. We then trace the surface and integrate the distance values. This calculation is not symmetric, since distances from $A$ to $B$ are not the same as $B$ to $A$. Consequently we can derive a common average by combining the two averages. The mean absolute distance, as opposed to binary overlap, does not depend on the object size. However, it is only suitable for isosurface comparison.

### 2.5.7 Inter-/Intra- Class Correlation Coefficient

Intra-class correlation coefficient (ICC) is a descriptive statistic that can be used when quantitative measurements are made on units that are organized into groups [91]. It describes how strongly units in the same group resemble each other. A number of ICC estimators have been proposed. Most of the estimators can be defined in terms of the random effects model

$$
\begin{equation*}
Y_{i j}=\mu+\alpha_{j}+\varepsilon_{i j} \tag{2.23}
\end{equation*}
$$

where $Y_{i j}$ is the $i^{\text {th }}$ observation in the $j^{\text {th }}$ group, $\mu$ is an unobserved overall mean. $\alpha_{j}$ is an unobserved random effect shared by all values in group $j$, and $\varepsilon_{i j}$ is an unobserved noise term. The measure calculates the ratio between the variance of a normally population and the "population of measurements", i.e. the variance of the population $\sigma_{\alpha}^{2}$ plus the variance of the rater $\sigma_{\varepsilon}^{2}$. The intra-class correlation is thus defined as

$$
\begin{equation*}
\rho=\frac{\sigma_{\alpha}^{2}}{\sigma_{\alpha}^{2}+\sigma_{\varepsilon}^{2}} \tag{2.24}
\end{equation*}
$$

If the rater variance is small relative to the total, then the variation in measurements among different cases will be due largely to natural variation in the population and thus close to 1 .

### 2.6 CONCLUSIONS

Because of issues such as spatial resolution, blurry boundaries between the organs, noise, or acquisition artifacts, organic segmentation is a difficult task and futile to use gray-level information alone. Methods for performing segmentations vary widely depending on the specific application, imaging modality, objective regions and so on. There is currently no single segmentation method that can yield acceptable results for every medical image.

An earlier work divided the segmentation methods into two categories: region-based segmentation methods and boundary-based methods. In this chapter, we abandoned many excellent works but concentrated on an analysis methodology to conclude the segmentation process into 3 steps: Feature extraction. Propagation, which illustrates the mode of update functions. Fitness functions represent the statistic methods and classification strategy. We have reviewed the current state of the art in medical image segmentation. We summarized the characters of each method or its evolution.

Precision, accuracy, and efficiency factors have an influence on one another. Segmentation methods must be compared based on all three factors, as illustrated in an example wherein two methods are compared in a particular application domain. The weight given to each factor depends on application.

# CHAPTER 3: 2-D ORGANIC REGIONS USING ACTIVE SHAPE MODEL AND GENETIC ALGORITHM 

Shape is defined as a property which does not change under similarity transformations. Due to the prior knowledge of the target shape, shape model based methods are more stable against local image artifacts and perturbations than conventional low-level algorithms. Since their introduction by Cootes et al., active shape model has become one of the most popular model-based segmentation techniques in medical imaging. This approach includes two processes: statistical model building and objects searching. In this chapter we analyze the fundamental of 2-D statistical shape model construction. And proposed a new searching strategy to improve the limitation of shape description caused form linear PCA.

### 3.1 ACTIVE SHAPE MODEL METHOD

### 3.1.1 State of the Art

One of the extensions to the basic ASM algorithm was to improve the searching speed. As the multi-resolution approach was introduced for image processing, a coarse-to-fine search strategy was also applied to object searching [92]. The search starts at the coarsest level and switches to the next resolution when a predefined criterion is met. This procedure leads to a considerable increase in speed, robustness and commonly employed in all recent publications. In iterative processing, if the residual vectors could be composed and controlled separately, it is not doubt to increase the speed of convergence. Hill et al.[93] used this idea: the error term from the model to object is split into two weighted parts, one normal vector of surface and one tangential. In experiment, weighting the tangential part lower than the normal, landmarks can slide along the surface more easily.

Another improvement of ASM is making efforts to the robustness of algorithm. Using the original ASM algorithm, if the initialization of model position is not suitable, searching result is disastrous. Duta and Sonka proposed to constrain the variation of model by comparing to the average point influence [94]. If it is too large, the point is considered an outlier and corrected based on the position of its neighbors. Lekadir et al. employed a shape metric based on the ratio of landmark distances to detect outliers. If a candidate point is located outside a trained confidence interval, a replacement point is suggested for further processing [95].

To relax the hard shape constraints of the original SSM, additional flexibility is added to refine the results. One approach to solving this problem is to run a normal ASM until convergence and to include an additional refinement step afterwards. The rationale behind this is that the model surface should be close enough to the real contour at that stage to be attracted with edge-based features. Local appearance usually plays an important role [96]. Another kind of methods is to integrate local energy minimizing strategy. Tsagaan et al. [97] model shape variation based on local curvature feature vectors, which are used to calculate covariance matrices during training.

### 3.1.2 Model Building

To obtain an accurate segmentation result, information about common variations of biological objects must be included in the shape model. An approach to gather this information is to examine a number of training shapes by statistical means That is to say constructing a SSM basically consists of extracting the mean shape and the amount the pattern of legal variation from the collection of training samples. Generally the SSM building includes three steps. Training samples generation, obtain surface data from general medical images. Correspondence---search the corresponding points for each training sample which always relate to the biological surface characters. Alignment--dedicate to normalize the attitude of the training samples naturally and account the variation of the shape in this coordinate frame.

### 3.1.2.1 Correspondence

In this experiment, correspondence of landmarks was defined using manual landmarks, placed at points of anatomical significance. Such manual landmarking can often give acceptable results. For many applications, specialist anatomical knowledge exerts to identify consistent and reproducible points of anatomical significance. Good choices for landmarks including such as clear corners of object boundaries, " T " junctions between boundaries or easily located biological landmarks. However, there are rarely enough of such points to give more than a sparse description of the shape of the target object. We augment this list with points along boundaries which are arranged to be equally spaced between well-defined landmark points.

### 3.1.2.2 Alignment

In many cases, the size, placement, and orientation of an object are arbitrary. Only if remove these freedom (scaling, translation, and rotation), we have nothing to do with the actual variation of shape that we are interested in. Consider a fixed shape $\mathbf{y}$, and a second moving shape $\mathbf{x}$, which we wish to align with the first by means of a similarity transformation. A general similarity transformation acting on $\mathbf{x}$ can be written as:

$$
\begin{equation*}
\mathbf{x} \rightarrow \mathbf{y}: s \mathbf{R}(\mathbf{x}-t) \tag{3.1}
\end{equation*}
$$

where $t$ represents a translation, $\mathbf{R}$ is a rotation matrix, $s$ is a scaling. The purpose of alignment is to find the similarity transformation which brings the moving shape $\mathbf{x}$ as close as possible to the fixed shape $\mathbf{y}$. And then statistical analysis is used to give a parameterization of this variability, providing an appropriate representation and constraints. Fig. 3.1 demonstrates a serial of training samples of cardiac regions. We can see intuitively that the intrinsic shape of object become manifest when after align the training set.


Figure 3.1 Demonstration of alignment of 5 cases of cardiac training samples. (a) training samples on the preliminary state. (b) after alignment. Green line represents the mean position.

### 3.1.2.3 Shape analysis

After alignment, the next step is to reduce the dimensionality of the training set. We wish to analyze the statistics of distribution of shape vectors. To do this, we first need to find a set of axes specific to the particular set of shapes. We have in some sense already started to perform this, since we have a mean shape that can be used as an origin. PCA generates a coordinate system centered on the distribution, whose axes are aligned which the significant directions of the distribution, and represent modes of variation of that data.

For the statistical shape model construction, a parametric point distribution model has been developed for describing the segmenting curve by using linear combinations of the eigenvectors that reflect variations from the mean shape. The shape and pose parameters of this point distribution model are determined to match the points to strong image gradients. Every aligned 3-D training shape is described by $3 n$ point coordinates in the vector $\mathbf{x}_{i}$; then the corresponding covariance matrix $S$ is given by,

$$
\begin{equation*}
S=\frac{1}{N-1} \sum_{i=1}^{N}\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)\left(\mathbf{x}_{i}-\overline{\mathbf{x}}\right)^{\mathrm{T}}, \tag{3.2}
\end{equation*}
$$

where the mean $\overline{\mathbf{x}}$ is formed by simply averaging over all $N$ samples. Eigen
decomposition on $S$ delivers the principal modes of variation $\phi_{i}$ (eigenvectors) and their corresponding eigenvalues $\lambda_{i}$. A shape instance can then be generated by a linear combination of the first $c$ principal modes

$$
\begin{equation*}
\mathbf{x}=\overline{\mathbf{x}}+\boldsymbol{\Phi} \mathbf{b}=\frac{1}{N} \sum_{i=1}^{N} \mathbf{x}_{i}+\sum_{i=1}^{c} b_{i} \phi_{i}, \tag{3.3}
\end{equation*}
$$

where $\boldsymbol{\Phi}=\left(\phi_{1} \cdots \phi_{c}\right)$ are the matrix of eigenvectors and $\mathbf{b}=\left(b_{1} \cdots b_{c}\right)$ are defined as shape weight parameters. Choosing the parameters $\mathbf{b}$ could generate a set of similar shape examples to the training set. If we assume that $b_{i}$ are independent and Gaussian, then we can limit them by $\left|b_{i}\right| \leq 3 \sqrt{\lambda_{i}}$. And to retain a given proportion $\delta$ of the variation in the training set, c modes can be chosen by satisfying

$$
\begin{equation*}
\sum_{i=1}^{c} \lambda_{i} \geq \frac{\delta}{100} \sum_{i=1}^{2 n} \lambda_{i} . \tag{3.4}
\end{equation*}
$$

### 3.1.3 Active Shape Model Search

In active shape model method, the factors of pose shift of model, such as translation, rotation and scaling is integrated. An instance of the model $\mathbf{x}^{\prime}$ in an image is defined by a similarity transformation $\mathbf{T}_{t, s, \theta}$ based on the Eq. (3.3),

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{T}_{t, s, \theta}(\overline{\mathbf{x}}+\boldsymbol{\Phi} \mathbf{b}) \tag{3.5}
\end{equation*}
$$

where $t, \theta$, and $s$ show translation, rotation and scaling parameter respectively. Suppose now we wish to find the best transformation parameters and shape parameters to match a model instance $\mathbf{x}^{\prime}$ to a new set of image points $\mathbf{y}$. Minimize the sum of square distances between corresponding model and image points is equivalent to minimizing the expression

$$
\begin{equation*}
\left|\mathbf{y}-\mathbf{x}^{\prime}\right|^{2} \tag{3.6}
\end{equation*}
$$

In searching process, we aim to adjust the pose parameters firstly and then remedy the pose residual offsets by shape parameters adjusting. If defining $d \mathbf{x}_{\mathbf{0}}$ are the initial landmarks coordinate errors between model and actual position of object; $d \mathrm{t}$ are the translation errors between the mean model center and the object center; $d \mathbf{x}$ are a set of residual errors after pose adjustment in the local model coordinate frame. We can use geometry transform method to get $d \mathrm{t}, d \theta$ and scaling factor ( $1+d s$ ) from $d \mathbf{x}_{\mathbf{0}}$ and then calculate shape adjustment amount $d \mathbf{x}$ by

$$
\begin{equation*}
d \mathbf{x}=\mathbf{T}_{s, \theta}\left((s(1+d s))^{-1},-(\theta+d \theta)\right)[\mathbf{y}]-\mathbf{x}, \tag{3.7}
\end{equation*}
$$

where $\mathbf{x}=\mathbf{T}_{s, \theta}[\mathbf{x}]+d \mathbf{x}^{\prime}-d t$. Note that the $\mathbf{T}_{s, \theta}$ is equal $\mathbf{T}_{t, s, \theta}$ but without the translation part. From Eq. (3.3)-(3.5), suppose the deformation is generated by first $c$ principal modes and an approximation to calculate shape weight parameters variation is got by

$$
\begin{align*}
& d \mathbf{x} \approx \boldsymbol{\Phi}(d \mathbf{b}) \\
& d \mathbf{b}=\boldsymbol{\Phi}^{\mathrm{T}}(d \mathbf{x}) \tag{3.8}
\end{align*}
$$

These two steps are conducted iteratively, until a specified convergence criterion is hit. More details of this algorithm can be found in [39]. A simple iterative approach to achieving this processing is as follow.

## Algorithm 1:

1) Initialize the shape parameters, $\boldsymbol{b}$ to zero (the mean shape).
2) Generate the model point positions using Eq. (3.3).
3) Find the pose parameters $(t, s, \theta)$ which best align the model points $\boldsymbol{x}$ to the current found points $\boldsymbol{y}$.
4) Project $y$ into the model coordinate frame by inverting the transformation $T$ : $\mathbf{y}^{\prime}=T_{t, s, \theta}^{-1}(\mathbf{y})$.
5) Project y into the tangent plane to $\overline{\mathbf{x}}$ by scaling: $\mathbf{y}^{\prime \prime}=\mathbf{y}^{\prime} /\left(\mathbf{y}^{\prime} \cdot \overline{\mathbf{x}}\right)$.
6) Update the model parameters to match to $\mathbf{y}^{\prime \prime}$ by $\mathbf{b}=\Phi^{-1}\left(\mathbf{y}^{\prime \prime}-\overline{\mathbf{x}}\right)$.
7) If not converged, return to step 2).


Figure 3.2 ASM searching processing. At the beginning, the model is located at near the positing of ROI. Local appearance models for all landmarks are evaluated at different positions perpendicular to the model. Calculate the transformation parameters and the deformation parameters. The best positions are searched by iteration.

### 3.2 OPTIMATE PARAMETERS USING GENETIC ALGORITHM

In original ASM description, a novel search algorithm using an iterative scheme was developed. The matching process of model and object was performed that measure the coordinate errors of landmarks and replace the landmarks by updating the pose parameters and shape parameters. However the pose parameters and the shape parameters have strong coupling which always brings operation redundancy and precision loss.

Genetic algorithm is a robust search method requiring little information to search effectively in a complex and multi-modal landscape. Here the GAs is used to find the parameters optimization to improve the precision and robust of objects searching process.

### 3.2.1 Genetic Algorithm

Eq. (3.7) gives a way of calculating the suggested movements of the point $\mathbf{x}_{i}$ from the initial landmarks coordinate errors. However, in fact, this relationship is ambiguous. It means that it is hard to distinguish initial landmark errors deriving from the pose inexact or the shape variety. GAs is one of the resolutions to solve this optimization problem.

As the statement in section 2.4 .5 , GAs are efficient, adaptive, and robust search and optimization techniques guided by the principles of evolution and natural genetics, and have implicit parallelism. The essential components of GAs are the following: 1) a representation strategy called chromosomes; 2) a population of chromosomes; 3) mechanism for evaluating each string (fitness function); 4) selection/reproduction
procedure; and 5) genetic operators (crossover and mutation). The different steps of a GA process are as follows.

## Algorithm 2:

1) Initialize the population.
2) Decode the strings and compute their fitness values.
3) If termination criterion is attained, stop the process.
4) Else reproduce/select strings to create new mating pool.
5) Generate new population by crossover and mutation.
6) Go to Step 2).

Here each individual gene in the GAs represents one variety defined by number of principal eigenshapes and pose parameters. The number of principal eigenshapes $c$ can be calculated by Eq. (3.4); the pose parameters in 2-D image incorporate two translation parameters errors $d x, d y$, rotation $d \theta$ and scaling $d s$, respectively. Thus the number of real-valued genes on a GAs chromosome is $c+4$. Fixed-length individual genes are used here. We employ the linear ranking method as rank selection of an encoding. Noting that after initially place the model near the object manually, the range of translation adjustment and the rotation adjustment is not large. So reducing the encoding length represented them is advisable. We estimate the initial gene group with 150 genes and one-point crossover is implemented by swapping same length segments of genes between two individuals. Mutation is performed by changing the value of a gene on a certain probability. Here we choose mutation rates of 1[\%].

### 3.2.2 Fitness Function

The fitness function of GAs is based on the region texture evaluation by crosscorrelation. The texture is defined as the pixel intensities across the object in question. The method to warp the image into normalized and collect the texture information in the same areas between two compared images is called piece-wise affine warp. In this experiment we constructed triangular mesh by connecting each landmark [99]. The normalized cross-correlation is proposed by normalizing the image and feature vectors to unit length and yielding a cosine-like correlation coefficient.

$$
\begin{equation*}
\operatorname{cc}(u, v)=\frac{\sum_{x, y}[f(x, y)-\bar{f}][t(x-u, y-v)-\bar{t}]}{\sqrt{\sum_{x, y}[f(x, y)-\bar{f}]^{2} \sum_{x, y}[t(x-u, y-v)-\bar{t}]^{2}}} \tag{3.9}
\end{equation*}
$$

where $\bar{t}$ is the mean of the feature in template and $\bar{f}$ is the mean of $f(x, y)$ in the region under the feature.

The flow of procedure is shown in Fig. 3.2. Shape and texture information are derived from the training images. Use "the strongest image edge" to research a suggested movement for landmark errors as done in ASMs. The genes of GAs are derived from the shape parameters and the pose parameters and adjusted by valuation of GAs. The selection, crossover and mutation are performed sequentially until getting an accepted precision. The algorithm is described as below.

## Algorithm 3:

1) Initialize position parameters and shape parameters. Same like step 1 of Algorithm 1.
2) Generate the shape using new set of parameters.
3) Require the object image $I_{0}$ which is encircled by the model.
4) Calculate the normalized cross-correlation value $\operatorname{cc}\left(I_{0}, I^{\prime}\right)$.
5) If this value is more than the threshold end the processing.
6) Else, generate a set of new parameters using GAs and return step 2).


Figure 3.3 Piece-wise affine transformation. Divide the separated region into certain number of triangular regions. Normalize the shapes of these regions. Combine the normalized triangles to generate the normalized appearance model.

### 3.3 EXPERIMENT RESULTS

### 3.3.1 DATA SET

The lung segmentation results: contains 5 chest CT images of size $512 \times 512$ and 12 bits gray scale in Hounsfield units. Both lung fields have been delineated manually and the left and right lungs are modeled independently.

### 3.3.2 Experiments of Model Building

Training examples extracted from 5 cases of volumes consisted of 35 landmarks, which had been corresponded manually. The alignment processing was completed using affine transformation. We tested the PCA to decompose the variation of shape into "domain modes". Fig. 3.4 demonstrates the first 4 modes of variation, which are corresponding to the first principal components.

### 3.3.3 Experiments of Segmentation

Proposed method was performed on segmentation both of lung field and cardiac field segmentation from chest CT images. The compartments of the experiments between manual segmentation and automatic segmentation using proposed method are shown in Fig. 3.4. And evaluate the results using set theory described in the section 2.5.2. The average fitness is $91.0[\%]$. The cardiac segmentation results: contains 5 chest CT images of size $512 \times 512$ and 12 bits gray scale in Hounsfield units. The average fitness is 81.7[\%].


Figure 3.4 The first 4 principal modes of cardiac shape deformation.

(a)

(b)

(c)
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Figure 3.5 Segmentation results. (a) Gold standard. (b) Automatic segmentation result of lung region. (c) and (d) demonstrates two slices of segmentation of cardiac regions.

### 3.3.4 Divisional Segmentation Method

We expend the mentioned 2-D model method to 3-D space. In practice, the difference between the slices in cardiac regions is not obvious within certain limits. To obtain an integrated cardiac region from CT images, we divided the cardiac into 3 groups. 2-D boundary shapes in the same group should be guaranteed as similar as possible. The details are shown in Fig. 3.6.

- Up group : since it is the point of junction with main artery and main vein, shape of these regions are complex.
- Middle group: shapes of these regions appropriate to circle. However the deformation is severe along with the cardiac cycle.
- Bottom group : shapes of these regions are relative regular. However, the blur between cardiac and liver always induces the enormous difficulties to extract the ROI.

We experimented 10 cases of segmentations of cardiac regions that each case included 10 slices. We compared the automatic segmented results with the gold standards, which had been delineated by radiologists. The average of fitness of all cases was $86.1 \%$.


Figure 3.6 Divide the cardiac regions into 3 groups.

Table 3.1 Fitness results.
I. Fitness results of lung region

| Case | 1 | 2 | 3 | 4 | 5 | Ave. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{T P R}[\%]$ | 94.5 | 89.3 | 92.5 | 91.5 | 87.2 | 91.0 |

II. Fitness results of cardiac region with 3 groups

| Case | TPR[\%] |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | up group(1-3) |  |  | middle group(4-7) |  |  |  | bottom group(8-10) |  |  | Ave. |
| 1 | 91.2 | 89.7 | 91.4 | 86.3 | 83.7 | 88.0 | 79.1 | 81.2 | 81.7 | 53.8 | 82.6 |
| 2 | 85.0 | 88.2 | 88.8 | 92.0 | 92.7 | 93.6 | 92.4 | 91.9 | 88.5 | 84.2 | 89.7 |
| 3 | 88.8 | 82.4 | 82.9 | 86.4 | 76.4 | 75.4 | 76.9 | 78.4 | 75.8 | 71.6 | 79.5 |
| 4 | 80.3 | 87.1 | 89.2 | 91.1 | 91.2 | 89.5 | 81.2 | 77.7 | 57.2 | 32.8 | 77.8 |
| 5 | 73.4 | 83.4 | 91.2 | 90.6 | 93.5 | 90.8 | 90.8 | 88.5 | 86.2 | 69.0 | 85.8 |
| 6 | 82.0 | 86.9 | 89.5 | 92.4 | 94.3 | 89.5 | 88.7 | 86.0 | 86.0 | 73.3 | 86.9 |
| 7 | 91.5 | 89.6 | 92.6 | 91.7 | 91.0 | 89.8 | 94.2 | 93.4 | 93.5 | 68.9 | 89.6 |
| 8 | 88.1 | 89.5 | 92.1 | 93.0 | 94.5 | 93.2 | 94.6 | 83.4 | 89.1 | 79.4 | 89.7 |
| 9 | 92.2 | 91.2 | 93.6 | 91.3 | 93.2 | 91.1 | 89.7 | 90.7 | 91.5 | 78.9 | 90.3 |
| 10 | 88.1 | 89.9 | 88.6 | 89.9 | 89.2 | 91.2 | 94.0 | 83.4 | 86.9 | 88.0 | 88.9 |
|  |  |  |  |  |  |  |  |  |  |  | 81.8 |

### 3.4.5 DISCUSSION

From Fig. 3.3 we can see that although any dependencies between the parameters would imply nonlinear relationships between the original point positions but according to vary the first four parameters separately we can generate "illegal" shapes. Each of the parameters represents a mode of variation of the shape which can frequently be associated with an intuitive description of the deformation. When enlarged the conjunct region of cardiac and chest (preprocessed by sobel filter, in Fig. 3.7) we can see that the edge information is quite weak. At the same time, the length of this part occupies a large proportion. For this region, it becomes more difficult to search them when using ASMs.

The segmentation results of lung CT image perform well, and the accuracy can be expected with the built shape model. But the errors of cardiac field segmentation are a little larger than accepted. Cootes et al. pointed out that the shape models described using PCA is a linear combinations of the shapes in the training set. In order to be able to match well to a new shape, the training set must exhibit all the variation expected in the class of shape modes. If the shape variation does not follow a Gaussian distribution, the presented constraints for shape weight parameter b will possibly result in invalid shapes. Park et al. [99] analyzes the cardiac motion with parameter function. They construct a 3 dimension coordinate with the axis direction defined as same as volume direction definition of CT scan. The formulation of deformations with continuous parameter functions is general and can be applied to any underlying shape $e$. The model is approximated


Figure 3.7 Enlarge view of edge map image of boundary between cardiac and chest.

$$
\begin{align*}
\mathbf{s}_{\mathbf{t}} & =\mathbf{T}_{\mathbf{t}}(e ; \tau(u)) \\
& =\left(\begin{array}{c}
e_{1} \cos (\tau(u))-e_{2} \sin (\tau(u)) \\
e_{1} \cos (\tau(u))+e_{2} \sin (\tau(u)) \\
e_{3}
\end{array}\right), \tag{3.8}
\end{align*}
$$

where $\tau(u)$ is the twisting parameter function along the z axis. From this function the nonlinear variety of cardiac shape is known. By employing the radial contractions, this variety of cardiac in the radial direction during systole is approximately 20-25[\%]. There were several non-linear extensions to the model. However, it seems that the model approaches must assume that varying the parameters $\mathbf{b}$ within given limits the plausible shapes in training set can get an effect.

### 3.5 CONCLUSIONS

In this chapter, we proposed a method that use genetic algorithm to pursue the pose parameters and shape weight parameters. And perform this method on lung field segmentation and cardiac field segmentation for CT images. The results of lung field segmentation performed well. But the task of segmentation of cardiac fields shown that linear PCA model has a limitation on the segmentation of largely deformable organs.

The main challenges and issues in integrating GAs for solving the optimization problems in medical image segmentation are manifold. First, the encoding strategy must be suitably defined so that it conforms to the building block hypothesis. Second, since computation of fitness function is the most time-consuming part, its efficient design is crucial for a successful application of GAs. Third, incorporation of expert knowledge and integration with local searching are ways to enhance the convergence rate.

Although shape representation from a successful 2-D "thin-slice models" could facilitate procedure of model building, 3-D model method is still the tendency. There are three main benefits to using 3-D models. Firstly, data quantity could be reduced. It is clear that when using slice-by-slice method, we have to describe shape character for each slice that increases the number of required landmarks considerably. Secondly, according the positions of selected slices seems impossible, i.e. if we index the selected slices, due to the shape deformation it is not able to confirm that the anatomical structures in the slice of the same index are correspondent. For these reasons, building a 3-D shape model is urgent. In following two chapters, we discuss the 3-D shape model building methods.

## CHAPTER 4: ALIGNMENT OF 3-D MODELS

As the light of previous chapter, the difference of shapes among a class of objects generally could be decomposed into two items: global transformation and deformation. Note that the transformation should not be modeled by an SSM in order to keep the model as specific as possible. As a set of surface samples, if their PDM has been established (i.e. the landmarks have been corresponded), generalized Procrustes analysis (GPA) algorithm is no doubt an alternative alignment method. However in some cases, the correspondence processing adjoins the attitude of surface samples, i.e. alignment processing should be performed previously. For example, in some surface parameterization methods, correspondence results are affected from rotation transformation. Hence we should reconcile the orientations of surface samples firstly. In this chapter, we propose a feature-based alignment method to reconcile the surface samples of by their Gauss maps.

### 4.1 STATE OF THE ART

The alignment problems of training shapes can be summarized as a transformation between the same anatomy images at different modalities. The most famous method is usually obtained by minimizing the sum of squared distances between corresponding landmarks on all examples, which is known as Generalized Procrustes Analysis (GPA) [100, 101]. Some other novel strategies were reported to optimize measures such as the average distance between each representative point, or iterated minimal distances metric [102]. In [103,104], authors contributed a Gaussian Mixture Model (GMM) that solved the alignment of two point sets as a probability density estimation problem. Featurebased alignment is largely founded on the use of differential geometry to describe local surface feature [105]. According to the difference of local feature on parameterized space, an appropriate transformation could be required. The statistical model building would
benefit from this technology, because the landmarks positions always involve the local features of surface. It is also applied in the structure alignment of 4D CT images [106].

### 4.2 POLYGONAL SURFACE GENERATION

### 4.2.1 Requirement of Voxel Surface

The ROI has to be extracted by experts in all CT images in the training set. Here, semiautomatic approaches (region growing, etc.) are used to segment the interest parts previously and then correct the results by radiologists. With the ImageJ(R) [107] a manual segmentation of liver from CT images (120 slices) takes about 40 minutes.

The key point in generation of voxel surface processing is guarantee of surface is isolate, i.e. there are not holes and self-intersections inside of the region. The processing is described as Fig. 4.1. Support connected region B is ROI with some isolated holes noted as un-connected region C . D is also un-connected that represents self-intersections. A is noted as the other region, such as background. We assume A is connected. Now, we attempt to fulfill the region $\mathrm{B} \cup \mathrm{C}$ as an isolate region. Using region growing method, we just obtain the connected region A and B, separately. The processing is like that. Firstly, get connected region B, label this region with "true". Label the other regions, including A, C, D, with mark "false". Such, the region A and D become connected, denote as AD. Secondly, fulfill the connected region AD an label it as "false". Naturedly, the remained region B and C become connected what is we want. The fulfilling method is also used for the segmentation of lung regions, described in section 6.1.2.


Figure 4.1 A Venn diagram illustrating the fulfill procedure. B and C present ROI. A and D present background regions. A and B are connected regions.

### 4.2.2 Marching Cubes

In the digital geometry processing field, surfaces are generally represented as triangular meshes, which are developed by many geometric theories and supported by common graphics hardware directly. Any other image representations, such as volume, implicit surfaces, need to be converted to triangular meshes for display purposes. In medical imaging, triangular surfaces are always generated from volume data of medical image. Marching Cubes algorithm introduced by Lorensen and Cline is a well-known polygonal isosurfaces generating method from volumetric data sets [108]. The basic principle behind the marching cubes algorithm is to subdivide space into a series of small cubes. Then test the mode of each corner points through each of the cubes, "march" the mode by looking up the table, and replace the cube with an appropriate set of polygons. The sum total of all polygons generated will be a surface that approximates the one the data set describes.

Let us look at a 2-D example. Fig. 4.1 shows a solid circle which is seem as the ROI. Our purpose is representing the boundary using a set of line segments. The first step is dividing this region using lines into a serial of cells. The corners that are inside the ROI are enhanced by the green dots. According to the statements of corners in each cell (whether it is inside of the ROI or not), we can guess the intersection points of the boundary and the edges (pink dots). Connect these approximate vertices to construct a polygonal boundary.

Substitute the cubes for cells, as the standard Marching Cubes algorithm has done, in Fig. 4.2, we list the polygon generating modes. The rectilinear lattice is constructed by successive two slices $S_{k}$ and $S_{k+1}$ in 3-D space. And a lattice becomes to a cube, which have 8 corners and a potential 256 possible combinations of corner status.


Figure 4.2 Illumination of Marching. (a) A discrete image of lung region. (b) Record the states of the corners: inside the region (red) or not (blue). (c) According to the states of 4 corners of each lattice, intersect the polygonal points (pink points) to each edge. (d) Connect the intersection points to construct an appropriate boundary.

### 4.2.3 Delaunay Mesh

Delaunay triangulations have been studied extensively in computational geometry and have found applications in many fields, including numerical analysis, computer graphics, image processing, and geographical information. Delaunay triangulation finds the triangulation that maximizes the minimum angle of all triangles, among all triangulations of a given point set. This presentation has a number of nice theoretical properties that make it very popular in computational geometry. Unfortunately, surface mesh obtained by Marching Cubes algorithm cannot satisfy this condition for all vertices. The most popular way to tackle this problem is the Delaunay swap criterion and the geometrypreserving algorithm, which is split triangles by inserting new vertices or designs a convex combination map with good properties. In this study, we use the flipping algorithm [110] to solve this problem.

### 4.3 ALIGNMENT USING SURFACE GAUSSIAN MAPS

### 4.3.1 Orientation of A Shape

The orientation of a shape is defined as a property which does not change under the rotation transformation, i.e. all the geometrical information that remains when location, scale and rotational effects are filtered out from an object. Benefit from the Gauss map,
the surface Gaussian curvature could be reflected on the 2-D spherical surface. According to analyzing the surfaces of one class of objects, we can facilitate to obtain the estimation of geometric attributes such as curvature distribution, uniform continuity and smoothness, which are invariant to rotation.

Fig. 4.3(a) demonstrates mapping a two dimensional shape of left lung to a sphere. The cambered surface patches which have continuous curvature are mapped continuous regions on Gauss map spherical surface. The plane part $P_{1} P_{3}$ is concentrated into a point $n_{0}$. The patch $P_{1} P_{2}$ is convex line segment, the mapping is continuous from $n_{1}$ to $n_{2}$. The concave patch $P_{2} P_{3}$ is reflected to $n_{3} n_{4}$ with the anti-clockwise. Since the discontinuity of curvature among the regions of surface, the mapping points aggregate to some separations. The modalities could be inferred from this global distribution. If we use spherical coordinate to expression the points on Gauss map again. Define $\theta$ is the inclination angle measured form a fixed zenith direction, and $\phi$ is the azimuth angle. Unfolded Gauss map according to the spherical coordinates, the texture of the Gauss map is like Fig. 4.3(b). The distribution of map of vertices can be observed to some points classifiers obviously. More samples of unfolded Gauss maps of left lung are listed in Appendix A.


Figure 4.3 Demonstration of Gauss map. (a) Illumination of the process of Gauss mapping. (b) Unfold the Gauss map of a left lung surface.

### 4.3.2 Discrete Gauss Mapping

The Gaussian curvature of a point on a surface is an intrinsic measure of curvature, i.e., its value depends only on how distances are measured on the surface. The Gauss-Bonnet theorem links total curvature of a surface to its topological properties [111]. The theorem also has interesting consequences for triangles. It could be accounted as follows:

Gauss-Bonnet theorem: Suppose D is a simply connected region on the surface, $\partial \mathrm{D}$ is a piecewise smooth closed curve, $\mathrm{k}_{\mathrm{g}}$ is called the geodesic curvature of the curve. Assume $\alpha_{j}$ are the outer angles of the vertices of $\partial \mathrm{D}$. Then

$$
\begin{equation*}
\int_{D} K_{p} d A+\int_{\partial D} k_{g} d s+\sum_{j} \alpha_{j}=2 \pi . \tag{4.1}
\end{equation*}
$$

If the geodesic curvature is smooth, then

$$
\begin{equation*}
\int_{D} K_{p} d A+\sum_{j} \alpha_{j}=2 \pi . \tag{4.2}
\end{equation*}
$$

The integral operation will be replaced by the accumulated sum operation, when we consider the piecewise polygonal surface.

Fig. 4.4(a) shows a polygonal cell with three faces adjacent a vertex $V_{i} . G_{j}$ represents one point in the unit triangular face $V_{i} V_{i+1} V_{i+2}$, and the norm $n_{j}$ joints this triangular face at it. As the normal direction of each polygonal plane face is special, mapping this unit face to a point on the Gaussian sphere still makes sense. $G_{j}^{\prime}$ is the corresponding point of $G_{j}$ on Gauss map, in Fig. 4.4(b), and it also used to represent the mapping of the face $V_{i} V_{i+1} V_{i+2}$. According to the angular variety of the two vertices $G_{j}, G_{j+1}$, the line segments $G_{j} M, M G_{j+1}$ could be projected to the spherical segment $G_{j}{ }_{j} G_{j+1}^{\prime}$. In the same way, mapping of the vertex $V_{i}$ is loaded inside of the simple connection of the region $G_{j}^{\prime} G_{j+1}^{\prime} \ldots G_{j+s-1}^{\prime}$, because the original surface is smooth and continuous.

Support $\alpha_{j}$ are the outer angles of the cell. Because the Gaussian curvature on the Gauss sphere is one everywhere, from the Eq. (4.2), the area of cell $A_{i}$ could be simplified by

$$
\begin{equation*}
A_{i}=2 \pi-\sum_{j} \alpha_{j}=(2-n) \pi+\sum_{j} \beta_{j} \tag{4.3}
\end{equation*}
$$

where $\beta_{j}$ is the intersection angle between two spherical segments. Since spherical segments $G_{j}^{\prime} G_{j+1}^{\prime}$ and $G_{j}^{\prime} G_{j+s-1}^{\prime}$ are the mapping of the segments $G_{j} M G_{j+1}$ and $G_{j} N G_{j+s-1}$ respectively, if denote the projective angle of $\beta_{j}$ as $\beta_{j}{ }_{j}$, it is not difficult to proof that $\beta_{j}^{\prime}$ approaches to $\beta_{j}$. As well as
then

$$
\begin{gather*}
\gamma_{i}+\beta_{i}^{\prime}=\pi \\
A_{i}=2 \pi-\sum_{j} \gamma_{j} . \tag{4.4}
\end{gather*}
$$

The right part of this equation is the total Gauss curvature at vertex $V_{i}$. So, this equation illustrates that the area of the spherical polygonal cell on Gauss map could be applied to estimate the curvature of the original piecewise polygonal surface. When we minimized the area $A_{i}$, the norm of the vertex $V_{i}$ could be approximated by the sum of the norms of the faces around $V_{i}$.


Figure 4.4 One polygonal cell around a vertex and its normal computing method. Sum of norms of triangular faces adjacent a vertex approximate the norm of vertex. $G_{j}$ is one point on face $V_{i} V_{i+1} V_{i+2}$. Its mapping point is $G_{j}^{\prime}$ on Gauss map.


Figure 4.5 One polygonal face unit on Gauss map. $\boldsymbol{\beta}_{\boldsymbol{j}}$ is an inner angle of polygon $G_{j}^{\prime} \cdots G_{j+s-1}^{\prime} . \alpha_{i}$ is exterior angle. The area of cell could be calculated from inner angles.

Generally, the normal to a surface have a pair opposite directions. For a surface which is the topological boundary of a set in 3-D, one can distinguish between the inwardpointing normal and outer-pointing normal. For an oriented surface, the surface normal is usually determined by the right-hand rule, as Fig. 4.6 (a). If the total curvature is positive, the local region of surface is convex along the norm direction. In contrast, if $n$ is negative, the orientation of reflected curve on Gauss map is inverse again the original curve. On the other hand, the norm of $n$, i.e. the area ration between a surface region and area of its Gauss image could be illustrated the bent degree. Consider a curve unit of an orientable triangular surface in Fig. 4.6(a), which includes two triangular faces. If we defined the positive orientation of a face as clock-wise, the orientations of all the faces of this regular surface are same. The mapping unit of a local region with positive curvature does not change the original orientation. The norms are crossed when the angle of two surface faces is less than $\pi$. The orientations of their mapping are negative. Fig. 4.6(b) demonstrates the distribution of total curvature of a lung triangular surface. Regions where the curvature is negative are marked in red color.



(a)

(b)

Figure 4.6 Total curvature of piecewise triangular faces. (a) Illustration of the mapping of a curve unit. The sub-pictures on upper row are the Gauss map of their corresponding units on the lower row (b) the demonstration of total curvature of a lung triangular surface.

Whilst the areas of piecewise faces are not consistent, the distribution of vertices cannot reflect areas of local regions. Here we add a weight to each vertex, and treat the vertex as the mass center of an infinitesimal area. In [112], authors propose a local spatial average of 1-ring neighborhood for triangular mesh surfaces and provide an approximation of Voronoi area $A$ as

$$
\begin{equation*}
A=\frac{1}{8} \sum_{j \in V_{i}}\left(\cot \alpha_{i j}+\cot \beta_{i j}\right)\left\|V_{i}-V_{j}\right\|^{2} \tag{5.5}
\end{equation*}
$$

where $V_{i}, V_{i+1}$ are two vertices connected to an edge. $\alpha_{i j}$ and $\beta_{i j}$ are the two angles opposite to the edge in the two triangles sharing the edge $\left(V_{i}, V_{i+1}\right)$.

### 4.3.3 Statistical Method Using K-Means Clustering

Unfold the Gauss map according to the spherical coordinates, as Fig. 4.3(b) demonstrated, cluster of the mapping point sets is obvious. The intensive regions correspond to the main faces which are relative flat on the original polygonal surface of organic model. Following this viewpoint, if found a metric to measure the distances between the main surfaces, the alignment of two surface could be achieved.

The cluster method is used to describe the distribution of the point sets. In detail, here we use the K-means clustering algorithm to divide the point sets on 2-D Gauss map. The centroid of a cluster, denoted as the representative point, is the average point in the multidimensional space defined by the dimensions. In a sense, it is the center of gravity for the respective cluster. In this method, the distance between two clusters is determined as the difference between centroids. Reference [113] provides a boosting algorithm which uses kd-tree structure. The number of the classifiers is 21 and the initial seed points' positions are set averagely (Fig. 4.7(a)).

The solution of the rigid parameters solution is based on Berthold B.K.P. Horn [114]. The author provides a method to decompose the effects from the translating, scale and rotation. It is a coarse alignment method and could give a simple solution when all the points are coplanar. It has been inferred that to require the translation minimize, just align the centers of gravity of two point sets. Referring to the scale factor, actually it need not be considered, for all surface maps are in the unit sphere. The remaining task about the rotation is the solution of a least squares problem in a plane, as Fig. 4.7(b) The vector $v_{l, i}$ points from one representative point to the centroid on Gauss map of referent model, Corresponding it $v_{r, i}$ is on the sample model. $\alpha_{i}$ represents the angle between these two vectors pair. The solution of the rotation amounts to minimize the Euclidean distance of corresponding vectors. The optimized deviation angle $\theta$ could be calculated by

$$
\begin{equation*}
\sin \theta= \pm \frac{S}{\sqrt{S^{2}+C^{2}}} \tag{4.6}
\end{equation*}
$$

where $C=\sum_{i}\left(v_{l, i} \cdot v_{r, i}\right)$, sum of the inner products of vectors. $S=\sum_{i}\left(v_{l, i} \times v_{r, i}\right)$, sum of the cross products of vectors. More details could be found in section 4.3.5.


Figure 4.7 Alignment method illustration. (a) On unfolded Gauss map, representative points are obtained using k-means clustering. (b) Rotation parameter optimization. Two set of representative points are represented in white color and red color respectively. Coincide the centers of these two point set, and make it as the original point.

### 4.3.4 Statistical Method Using Stereographic Projection

There is a inhere defaults in the proposed method of previous section. Since the rotation of object in 3-D space is limitless, however, when we map the spherical surface into a plane region with boundary, Gauss map has to be divided. Hence, the surface model would not be rotated with a large angle, due to its map in plane might be out of the boundary. Alignment method is helpless. In this section we break the limitation of boundary of map by means of stereographic mapping method. The spatial surface models could be adjusted with the whole 3 freedom of rotation.

### 4.3.4.1 Principle of stereographic mapping

The stereographic projection is a particular mapping that projects a sphere onto a plane. Define a stereographic projection of a unit sphere is $S P(x, y, z)$ and its inverse is $S P^{-1}(u, v)$, as shown in Fig. 4.8(a). Let plane $z=0$ go through the center of the Gaussian sphere. Denote coordinates $(0,0,1)$ on as the "North Pole"; $(0,0,-1)$ as the "South Pole"; the complex plan intersect the "equator" of the sphere. Using Cartesian coordinates ( $x, y, z$ ) on the sphere and $(u, v)$ on the plane, the projection and its invers are given by the formulas:

$$
\begin{align*}
& S P(x, y, z)=\frac{x}{1-z}+i \frac{y}{1-z}  \tag{4.7}\\
& S P^{-1}(u, i v)=(u T, v T, 1-T)
\end{align*}
$$

where $T=\frac{2}{1+u^{2}+v^{2}}$ and $i$ is imaginary symbol.

Generally, for any point $P$ on the Gauss map, there is a unique line through North Pole and $P$, and this line intersects the complex plane in one point $P$, which is represented as the projection of $P$. In this way, the lower hemisphere is mapped inside the unit circle. As well the upper hemisphere is mapped outside the unit circle. It is not convenient for statistic of the upper hemisphere, since the small neighborhoods of the North Pole are sent to subsets of the plane far away from the equator. Here we propose a symmetrical way that connecting the South Pole and the point on upper hemisphere. The intersected point with complex plane is located inside the unit circle but the lower face, as Fig. 4.8(a). The complex plane has two faces which are denoted as $C^{+}$and $C^{-}$separately. Support ( $x, y, z$ ) are the Cartesian coordinates on the sphere and $(u, v)$ are the complex coordinates on plane, the projection is given by the formula

$$
\begin{equation*}
u+i v+k w=\frac{x}{1+|z|}+i \frac{y}{1+|z|}+k \cdot \operatorname{sign}(-z) \tag{4.8}
\end{equation*}
$$

where $k$ is used to distinguish the surface of plane. "sign" operator gets the sign of $z$ coordinate.

The projection mapping is smooth and conformal, but not preserving area. So we should product a weight to translate the statistic on plane to the equivalent value on sphere. If denote $d A_{s}$ as the area element of the sphere and $d A_{p}$ is its coordinated area element on the plane, the weight can be calculated as

$$
\begin{equation*}
d A_{s}=\frac{4}{\left(1+u^{2}+v^{2}\right)^{2}} d A_{p} \tag{4.9}
\end{equation*}
$$


(a)

(b)

Figure 4.8 Demonstration of stereographic projection. The bifacial complex plane $C^{+}$is denoted as the upper hemi-plane. Point $P$ is a point on the upper sphere. Its projection is mapped to $P^{\prime}$ on $C^{+} . d A_{s}$ is an infinitesimal area on upper sphere and it is mapped as $d A_{p}$ on $C^{+}$. (b) is an example of stereographic projection image of Gauss map of left lung.

### 4.3.4.2 Fitness function

So far, we have translated the three dimensional surface statistical problem to a two dimensional plane. On the complex plane, we divide the circumscribed squares of the mapping circles into small sub-regions equally. Count the total of the mapping points of the vertices in each region. Then multiple the correspondent weights, described by Eq. (4.9). The result is used as the metric to estimate the intensity of unit region on Gauss map. According to compare the matric of the object shape to the matric of reference model, we can obtain the best rotation transformation of the object training shape, as Fig. 4.8(b), mapping result of gauss map of lung polygonal surface. We can distinguish the significant distribution of mapping vertices.

The next necessary is an optimizer that we need an iterative algorithm to change the modality of Gauss map and compare the statistical value in the different modality. Experimentally, the variation range should be limited to increase the robustness and the algorithm speed. Here we use a fast random rotation matrices for iterate operations, which is described in [115]. The whole procedure of proposed method is described below.

## Algorithm 4:

Input (mesh $m$, block statistic of reference shape RefVal, loop time $t$, initialized coefficients of rotation matrix $r_{0}$ ).

1) Calculate the density coefficient A for each vertex on the original triangular surface.
2) Get the Gauss map of vertieces.
3) Get the stereographic projection of vertieces on Gauss map.Two hemispheres are mapped to two discs separately.
4) Calculate the projection area coefficient for each vertex using Eq. (4.9).
5) Count the block statistic on plane and normalization. Require the metrics of subregions.
6) Campare the statistical metrics of object to the RefVal. Require the error of comparision $\delta v$.
7) If reach the loop time, return the coefficient of rotation matrix $r$, when $\delta v$ is the minimum. Else, rotate the Gass map of object randomly by rotation matrix. Repeat 3)-6).

### 4.3.5 Translation and Scaling

According the argument above, we have solved the rotation transformation regarding the surface features. However, how to solve the translation and scale factors?

Suppose $n$ landmark points are placed on each training sample. Reset the original point of each shape to its mass center. Denote that the regulated vector of fixed points set on reference model is $y_{i}$ and vector of moving points set on training sample is $x_{i}$. An alignment problem on relative measured coordinates could be described as follows to minimize the residual error sum of the length of responding points, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\mathbf{y}_{i}-s \mathbf{R} \mathbf{x}_{i}-t\right|^{2} \tag{4.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\mathbf{y}_{i}-s \mathbf{R} \mathbf{x}_{i}\right|^{2}+t\left(n t-2 \sum_{i=1}^{n}\left|\mathbf{y}_{i}-s \mathbf{R} \mathbf{x}_{i}\right|\right), \tag{4.11}
\end{equation*}
$$

where $\mathbf{R}$ represents the rotation matrix. $s$ is scaling factor. $t$ is translation value of training samples. Now the sum in the middle of this expression is zero since the measurements are referred to the centroid. The first term does not depend on $t$, and the last term is
nonnegative. The total error is obviously minimized when $t=0$, i.e., when the centroid of fixed points set and the centroid of moving points set coincide. The first term of Eq. (4.11) could be decomposed as

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\mathbf{y}_{i}\right|^{2}-2 s \sum_{i=1}^{n}\left|\mathbf{y}_{i} \mathbf{R} \mathbf{x}_{i}\right|+s^{2} \sum_{i=1}^{n}\left|\mathbf{R} \mathbf{x}_{i}\right|^{2} \tag{4.12}
\end{equation*}
$$

As in relative measured coordinates, the centroid has been moved to zero, the rotation is a linear operation and it preserves lengths

$$
\begin{equation*}
\sum_{i=1}^{n}\left|\mathbf{R} \mathbf{x}_{i}\right|=\sum_{i=1}^{n}\left|\mathbf{x}_{i}\right| \tag{4.13}
\end{equation*}
$$

Denote

$$
Y=\sum_{i=1}^{n}\left|\mathbf{y}_{i}\right|^{2}, X=\sum_{i=1}^{n}\left|\mathbf{x}_{i}\right|, D=\sum_{i=1}^{n}\left|\mathbf{y}_{i} \mathbf{R} \mathbf{x}_{i}\right|=\sum_{i=1}^{n}\left|\mathbf{y}_{i} \mathbf{x}_{i}\right|,
$$

then aforementioned formula (4.12) could be re-expressed as

$$
\begin{equation*}
Y-2 s D+s^{2} X=\left(s \sqrt{X}-\frac{D}{\sqrt{X}}\right)^{2}+\left(Y-\frac{D^{2}}{X}\right) \tag{4.14}
\end{equation*}
$$

This is minimized with respect to scale s when the first term is zero or

$$
\begin{equation*}
s=\frac{D}{X} . \tag{4.15}
\end{equation*}
$$

Generally the registration of two different shapes is a nonlinear processing. When we exchange the fixed points set and the moving points set, approximate $y_{i}$ to $x_{i}$, the registration result will be different from the original matching pattern. To facilitate the procedure, here we utilize a symmetrical system that ignores this difference. It is described as

$$
\begin{gather*}
\sum_{i=1}^{n}\left|\mathbf{x}_{i}-\frac{1}{s} \mathbf{R}^{-1} \mathbf{y}_{i}+t\right|^{2}  \tag{4.16}\\
\sum_{i=1}^{n}\left|\mathbf{R}^{-1} \mathbf{y}_{i}\right|=\sum_{i=1}^{n}\left|\mathbf{y}_{i}\right| . \tag{4.17}
\end{gather*}
$$

as well as

In the same way, the first term when we decompose Eq. (4.14) could be obtained in the similar way

$$
\begin{gather*}
X-\frac{2}{s} D+\frac{1}{s^{2}} Y=\left(\frac{1}{s} \sqrt{Y}-\frac{D}{\sqrt{Y}}\right)^{2}+\left(X-\frac{D^{2}}{Y}\right)  \tag{4.18}\\
s=\frac{Y}{D} \tag{4.19}
\end{gather*}
$$

The simultaneous function of Eq. (4.15) and Eq. (4.19), scale factor can be solved as

$$
\begin{equation*}
s=\sqrt{\frac{Y}{X}}=\left(\frac{\sum_{i=1}^{n}\left|y_{i}\right|}{\sum_{i=1}^{n}\left|x_{i}\right|}\right)^{\frac{1}{2}} \tag{4.20}
\end{equation*}
$$

From this formula we get a conclusion that the determination of the rotation is not affected by the scale factor. It can be simply calculated as: firstly, get the sum of the length of the radius to the centroid both the fixed points set and the moving points set; then extract the square root of the proportion.

### 4.4 ALIGNMENT EXPERIMENTS

### 4.4.1 Similarity Criteria

Due to the intense variety of organ shapes, seeking for corresponding points between the surfaces seems to be a difficult task and, the evaluation of alignment methods seems unrealizable. There is ever lack of reliable measures to quantify model quality yet. In this study, the selection of the label points depending on the anatomical structure drew an easy way of implement. There are two steps: the position matching that reconciling the
center of models and regular the size of the samples by mean radius of the whole vertices. Then we choose 20 points, we call them label points, on the polygonal surface. Evaluate the results by measure the Euclidean distances sum of corresponding points.

### 4.4.2 Availability Experiments

The availability experiments were used to check out the recovery capability and accuracy when the model has been rotated randomly. The triangular surface model of left lobe of lung field included 47022 vertices and 94040 faces. We compared the Euclidean distance sum of corresponding vertices with time, i.e. rotated the model with an offset from the original modality, and then recovered its posture using alignment algorithm. The results of distance sum of the corresponding marked points are recorded below. Tab. 4.1 records the results aligned using the method of section 4.3 .3 as well as Tab. 4.2 is the results referring to method of section 4.3.4. In the table, the "rotation offsets" volume represents the rotation around the $x, y$ and $z$ axis in 3-D Cartesian coordinate respectively. The pre-alignment is the original sum of the distances between coordinating points before alignment and the post-alignment corresponds the distances after alignment. Improved rate denotes the variation of the distance sum, which is defined as

$$
\begin{equation*}
\varepsilon=\frac{\sum\left|l_{p}\right|-\sum\left|l_{a}\right|}{\sum\left|l_{p}\right|} . \tag{4.21}
\end{equation*}
$$

$l_{p}$ measures the sum of the distances of the corresponding vertices before alignment. $l_{a}$ represents the sum of distances after alignment.

Table 4.1 Availability experiment results using the method of section 4.3.3.

| Case | Rotation offsets (radian) | Pre-registration | Post-registration | Improved rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $0,0,0.0175$ | 0.0381 | 0.0346 | 9.2 |
| 2 | $0,0.0175,0$ | 0.1956 | 0.0191 | 90.2 |
| 3 | $0.0175,0,0$ | 0.0810 | 0.0799 | 0.1 |
| 4 | $0.0349,0.0349,0$ | 0.4380 | 0.4424 | -1.0 |

Table 4.2 Availability experiment results using the method of section 4.3.4.

| Case | Rotation offsets (radian) | Pre-registration | Post-registration | Improved rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $0.201,0.251,0.113$ | 0.8317 | 0.6682 | 19.7 |
| 2 | $0.276,-0.295,0.113$ | 0.8658 | 0.3858 | 55.4 |
| 3 | $0.094,-0.126,-0.226$ | 0.5307 | 0.4082 | 23.1 |
| 4 | $-0.308,0.207,-0.069$ | 0.9800 | 0.7523 | 23.2 |
| 5 | $-0.138,0.258,0.295$ | 0.8272 | 0.7401 | 10.5 |

### 4.4.3 Convergence Experiments

In section 4.3.4, we applied an iterative algorithm (Algorithm 4) to search the best alignment solution. The convergence experiments are utilized to verify the relationship between accuracy and optimization time. This procedure is similar as the availability experiments. Set the rotation offset to $(0.245,0.258,0.138)$ previously, and watch the recovery results at intervals. Here we plot the variation of the sum of Euclidean distances with the iterative times, as the Fig 4.9. The abscissa shows the iterative times. The ordinate axis indicates the rate of change of distance measurements.

### 4.4.4 Fitness Experiment Results

Alignment experiments were performed on training samples of left lung field and liver field. To evaluate the results of alignment, we compared the Euclidean distances sum of corresponding label points between training samples and reference model. The improvement of distances sum of the label points is applied to evaluate the availability of proposed method. 4 cases triangular polygonal surface samples of left lung field and 3 cases on liver were implied. The rotation column records the angle adjustment, discussed in section 4.3.4. As well as the improvement rate is shown in Tab. 4.3 and Tab. 4.4. The pre-Alignment is the original mean distances of label points. The post-Alignment is the corresponding distances after alignment.


Figure 4.9 Variation of alignment results with iterations.

Table 4.3 Fitness experiment results of left lung models.

| Case | Rotation offsets (radian) | Pre-registration | Post-registration | Improved rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0291 | 0.3214 | 0.3090 | $3.9 \%$ |
| 2 | 0.0707 | 0.3395 | 0.3381 | $0.4 \%$ |
| 3 | 0.0356 | 0.2503 | 0.2481 | $0.9 \%$ |
| 4 | 0.0551 | 0.3340 | 0.3342 | $0 \%$ |

Table 4.4 Fitness experiments results of liver models.

| Case | Rotation offsets (radian) | Pre-registration | Post-registration | Improved rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0385 | 0.3565 | 0.3543 | $0.6 \%$ |
| 2 | 0.0405 | 0.6078 | 0.6012 | $1.1 \%$ |
| 3 | -0.0012 | 0.4422 | 0.4467 | $-1.0 \%$ |
| 4 | 0.0385 | 0.3565 | 0.3543 | $0.6 \%$ |

### 4.4.5 DISCUSSION

From Tab. 4.1 and Tab. 4.2 we can see the proposed method is an available method for solve the rotation transformation in rigid registration. The mean improve rate is 24.63[\%] using method of section 4.3 .2 and 26.38 [\%] using method of section 4.3.4 respectively. The results of former appeared unstable. As well, the recovery results using both of the proposed methods seem relating to biased orientation. Since the proposed method bases on the projection of surface, the different orientations in 3-D space will produce the differences of projections. The original objects should not have lots of symmetric structures on surface patches, because this is a global matching method. But be benefit this global character, it also not sensitive for the noise.

Fig. 4.9 demonstrates the convergence with the iterative times increasing. From it we can see that in some sections of iterative times the optimized results are not changed, like the section from 500 to 700 , as the randomness of the random rotation optimizer. In practice if we increase the iterative times up to 3000, the algorithm will exert instability. The errors will increase, especially when the oriental deviate of the training sample has been set as large shift. So, the robustness of this method should be enhanced and we should apply an analytic algorithm instead of random rotation optimizer.

The mean improvements of fitness experiments were 13[\%] for lung models and 23[\%] for liver models. In medical imaging human expert knowledge is often used as a substitute for a gold standard, since ground truth is only known for synthetic and phantom data, but not for the actual images. In the evaluation of alignment methods this becomes even more evident, because the goal is not clearly defined.

### 4.5 CONCLUSIONS

Aligning surface models into a common reference frame is a fundamental task in shape building. In this chapter, we propose a feature based method to transform the 3-D object alignment problem into 2-D spherical domain. Here, we introduced the piecewise Gauss map theoretical foundation and gave an approximated solution for triangular polygonal surface. As well, we proposed using representative points to reflect the modality of the point sets on Gauss map. While the K-means based clustering method was employed to obtain these representative points. In addition, to overcome the limitation of planar mapping, we introduce stereographic projection method to re-map the surface norms to a complex plane. In this way, freedom of object could be expanded.

The experimental results on the left lung and liver training samples showed the availability of the proposed method. This time we applied rotating Gauss sphere randomly to obtain the optical solution. However, it is common that it is hard to guarantee the convergence and convergent time is very long. So, as the future works, we would like to perform the iterative procedure using analytical method, as to solve the 2-D registration problem. Other else, in theory, Orientation discrimination using Gauss map is not elaborate yet. Surface Gauss map cannot describe the character of surface reliably all the time. So to analyze the convergence of it will give rise to an interesting study.

## CHAPTER 5: CORESPONDENCE OF 3-D MODELS

The correspondence of 3-D surface models could be considered as a process that searches the same anatomical parts on surface of objects. In general, establishing the best defined correspondences is a fundamental as well as the most challenging part to construct the 3-D model. It is one of the major factors influencing model quality. Even in 2-D shape model building, manual corresponding trend to become unpopular. It is also a very timeconsuming process, prone to error, and cannot be guaranteed to produce good models which limits their use in interpreting medical images. A semiautomatic or automatic approach to establishing correspondence is desirable. In this section, we concentrate on a parameterization based correspondence method. To form a total concept, we introduce basic theories of surface mapping, as well as the implement algorithms for zero genus triangular surfaces.

### 5.1 STATE OF THE ART

While correspondence methods for 2-D models have been wide-spread since the early 1990s, their development in medical imaging for 3-D models appeared only late than 2000s. Depending on the registration process involved, T. Heimann and H.P. Meinzer summarized the 3-D correspondence methods into 4 types: mesh-to-mesh registration, mesh-to-volume registration, volume-to-volume registration and parameterization-toparameterization registration [116]. Since the correspondence of 3-D training samples could be treated as a searching process on surface of objects, a surface parameterization method could simplify this task significantly.

The purpose of parameterization of a surface is re-presenting the surface and remaining only the necessary topological information. For the correspondence problem, what we need include such as relative orders of landmarks, surface curvature and so on. Surface
parameterization is a one-to-one bijective mapping between the surface and an appropriate base domain. It has been applied in various fields of science and engineering, and many different methods have been proposed in the literature. As far as the surface corresponding, Kelemen et al. [117] proposed to implicit method using the Spherical Harmonics (SPHARM) mapping to correspond the training set. By aligning the first order ellipsoid, the shapes are seemed as the phase alignment. While referring to the details of the surface, these methods appear that could not attain a high quality, and the results depend strongly on the input shapes. Another implicit method is that start with a standard parameterized process and modify it for a better matching subsequently - a technique also known as reparameterization or warping. In general, higher order correspondences must be enforced between specific anatomical points, curved landmarks, or sub-regions lying within the two surfaces. An explicit strategy is that, firstly mark the landmarks to the corresponding positions according to a reference model, and then implement the local regulation using the population based optimization. It is a potential way to attain the high quality mesh in some sense [118, 119]. The last but not the least, if the models including the features information, such as curvature or shape context, correspondence between these features can then be established using a generic numerical optimization algorithm [120]. Treebased searching methods describe discrete optimization problems of branch-and-bound or priority search [121]. During the tree expansion, each node represents a partial solution. A full solution is found by following the path from the root of the tree to one of its leaves. And the correspondence is mainly represented as collections of assignments between pairs of feature points, and the expansion step involves adding a new pairwise assignment to a given solution.

In this chapter, we propose a distance map based correspondence method. It uses a mapping procedure that assigns an initial manual point set to the other point sets. It is semiautomatic that the landmarks have been placed on a reference surface model previously. As another experiment, we use distance maps as a basis for establishing automatic correspondence.

### 5.2 DIFFERENTIAL GEOMETRIC PROPERTIES OF SURFACES

### 5.2.1 Basic Theories of Differential Geometry

In the 3-D case a surface normal to a surface at a point $P$ is a vector that is perpendicular to the tangent plane to that surface at $P$. The concept has been generalized to differential geometry of surface. Suppose a map from a planar domain $\mathrm{R}^{2}:(u, v)$ to 3D domain $\mathrm{R}^{3}:(x, y, z)$, a regular surface patch $\mathbf{r}(u, v)=(x(u, v), y(u, v), z(u, v))$. And the partial derivative vectors $\mathbf{r}_{u}=\left(\frac{\partial x}{\partial u}, \frac{\partial y}{\partial u}, \frac{\partial z}{\partial u}\right)$ and $\quad \mathbf{r}_{v}=\left(\frac{\partial x}{\partial v}, \frac{\partial y}{\partial v}, \frac{\partial z}{\partial v}\right)$ are linearly independent, i.e. $\mathbf{r}_{u} \wedge \mathbf{r}_{v} \neq 0$. Normal of the surface is defined as

$$
\begin{equation*}
\mathbf{n}(u, v)=\frac{\mathbf{r}_{u} \wedge \mathbf{r}_{v}}{\left|\mathbf{r}_{u} \wedge \mathbf{r}_{v}\right|} \tag{5.1}
\end{equation*}
$$

And a Gauss map, introduced in the previous chapter, maps a point on the surface to its normal vector on the unit sphere. Denote the first fundamental, which defines the lengths on the surface as well as the second fundamental forms, which defines how the surface is embedded in the Euclidean space as

$$
\begin{align*}
& F_{1}=E d u^{2}+2 F d u d v+G d v^{2} \\
& F_{2}=L d u^{2}+2 M d u d v+N d v^{2} \tag{5.2}
\end{align*}
$$

or the matrix notation $\quad F_{1}=\left(\begin{array}{cc}E & F \\ F & G\end{array}\right)$ and $F_{2}=\left(\begin{array}{cc}L & M \\ M & N\end{array}\right)$.

Then the principal curvatures $k_{1}, k_{2}$ are the eigenvalues of $F_{1}^{-1} F_{2}$. The Gaussian curvature $K$ could be calculated by

$$
\begin{equation*}
K=k_{1} k_{2}=\frac{L N-M^{2}}{E G-F^{2}} . \tag{5.3}
\end{equation*}
$$

As well the mean curvature $H$ is defined as the sum of the eigenvalues

$$
\begin{equation*}
H=\frac{1}{2}\left(k_{1}+k_{2}\right)=\frac{1}{2} \frac{L G-2 M F+N E}{E G-F^{2}} . \tag{5.4}
\end{equation*}
$$

### 5.2.2 Surface Mapping and Triangular Surface

Surface parameterization can be seemed as map one surface to another surface since the parameter domain itself could be represented as a surface, such as planar domain, unit sphere and so on [123]. According to the difference of constrains, surface mapping methods can be distinguished to 3 type. Isotropic mapping from $S$ to $S$ is isometric or length-preserving if the length of any arc on $S$ ㄱs the same as the length of corresponding arc on $S$. Isometric surfaces have the same Gaussian curvature at corresponding pairs. Conformal mapping or angle-preserving if the angle of intersection of every pair of intersecting arcs on $S^{`}$ is the same as that of the corresponding angle on $S$ at the corresponding point. The stereographic mapping interpreted in section 4.3.4.1 is this type. Equiareal mapping is defined as if every part of $S$ is mapped onto a part of $S$ ` with the same area. Isometric mapping is ideal that it has been proofed that every isometric mapping is conformal and Equiareal, i.e. it preserve lengths, angles, areas on both of surfaces. However, it is difficult to realize in most cases. Harmonic mapping is defined as a mapping $f$ satisfies the Cauchy-Riemann equations: two surfaces functions: $z=x+i y$ and $\omega=u+i v$. Any mapping $(u(x, y), v(x, y))$ which satisfies

$$
\begin{equation*}
\Delta u=0, \Delta v=0 \tag{5.5}
\end{equation*}
$$

where $\Delta$ is the Laplace operator

$$
\begin{equation*}
\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} . \tag{5.6}
\end{equation*}
$$

Harmonic map has many nice properties. Isometric is also harmonic mapping, such that each of the functions $u$ and $v$ is the solution to a linear elliptic partial differential equation (PDE) which can be approximated by various methods.

Nowadays, surfaces are frequently represented using triangular polygonal mesh. So the discrete mapping methods have become the research focus in many fields. The popularity of triangular meshes can be explained in terms of both theory and practice. In theory, any surface can be triangulated. Differential forms, curvatures, geodesics, and conformal mappings can only be solved on meshes by approximation.

A half-edge data structure is commonly used in geometric software to represent triangular meshes. It is flexibility and high performance to support discrete geometric processing operations and has been established as a static representation and dynamic handling of arbitrary polygonal meshes [124]. A mesh $M$ consists of a list of vertices $\left\{V_{i}\right\}$, edges $\left\{E_{i}\right\}$, and faces $\left\{F_{i}\right\}$. Each edge represents by two ordered half-edge $h_{i j}=\left[V_{i}\right.$, $\left.V_{j}\right]$ and $h_{j i}=\left[V_{j}, V_{i}\right]$, which points from the source vertex to the target vertex. If there is unique existence of the orientation of vertices $\left\{v_{i}, v_{j}, v_{k}\right\}$ in each face, we call $M$ is orientable (see Fig. 5.1).


Figure 5.1 Half edge structure. Edge $V_{i} V_{j}$ is represented by two half-edge $e_{i j}$ and $e_{j i}$.

### 5.2.3 Spherical Conformal Mapping

One kind of conformal mapping that maps a genus zero surface to a unit sphere is called spherical conformal mapping. An important theorem given by Gu and Yau is that harmonic maps from a closed genus zero surface to the unit sphere are conformal [125]. For a triangular surface, suppose $K$ is a simplicial complex, $u, v$ denote the vertices, and $e_{u v}$ denotes the edge spanned by $u, v$. A position vector $r(u, v)$ on surface of 3-D space is usually represented by

$$
r(u, v)=(x(u, v), y(u, v), z(u, v)) .
$$

We use $f$ to represent the piecewise linear function defined on $K$. The string energy is defined as

$$
\begin{equation*}
E(f)=\sum_{e_{u v} \in K} k_{u v}\|f(u)-f(v)\|^{2} \tag{5.7}
\end{equation*}
$$

The string constants $k_{u v}$ describes the stretching factor between the surface and the parameter domain. Changing it we can define different string energies. If $k_{u v} \equiv 1$, the string energy is called the Tuette energy. Well, string constants that define the harmonic energy are calculated by

$$
\begin{equation*}
k_{u v}=\frac{1}{2}\left(\cot \alpha_{i j}+\cot \beta_{i j}\right) \quad \alpha_{i j}+\beta_{i j}<\pi \tag{5.8}
\end{equation*}
$$

where $\alpha_{i j}$ and $\beta_{i j}$ are the two angles opposite to the edge in the triangles sharing the edge on original triangular surface. Many different methods to deal with genus zero surfaces have been proposed in the literature, such as the harmonic energy minimization, global conformal parameterization, and Laplace-Beltrami operator and so on. With respect to the spherical conformal mapping, it has been proved that the harmonic maps from closed genus zero surfaces to the unit sphere are conformal. We can map the polygonal surface to a unit surface firstly and minimize the error sum of harmonic energy between the two
surfaces. However the construction of spherical conformal mapping by this method is not unique. There are essentially 6 degrees of freedom in a spherical conformal mapping and the maps form a Möbius group [125].

### 5.2.4 Constraint the Transformations

A Möbius transformation is a map defined on complex plane $C$,

$$
\begin{equation*}
M(z)=\frac{a z+b}{c z+d}, \quad a, b, c, d \in C \text { and } a d-b c=1 . \tag{5.9}
\end{equation*}
$$

The Möbius transformations are conformal as well. All Möbius transformations form the Möbius group. The different constraints of Möbius transformations will lead to different mapping results. Fig. 5.2 shows 2 cases of examples that mapping the same lung sample using spherical conformal mapping, but with different constrain condition of Möbius transformations. The left one uses the zero mass-center constraint proposed in [123]. As well, the variation of shapes could be constrained as the unique mode according to the fixed three datum points on surface too. Given three distinct points $z_{1}, z_{2}, z_{3} \in C$, the Möbius transformation which maps them to $\{0,1, \infty\}$ respectively is

$$
\begin{equation*}
M(z)=\frac{\left(z-z_{1}\right)\left(z_{2}-z_{3}\right)}{\left(z-z_{3}\right)\left(z_{2}-z_{1}\right)} . \tag{5.10}
\end{equation*}
$$



Figure 5.2 Map the same lung sample with the different constraint conditions of the Möbius transformation. Left images: using zero mass-center constraint. Right ones: using three special points surface fixed constraint.

### 5.2.5 Steepest Descendent Algorithm

This section follows the Gu-Yau algorithm for genus zero meshes. Given a genus zero mesh $M$, For a map $f: M \rightarrow R^{3}, f=\left(f_{0}, f_{1}, f_{2}\right)$. The piecewise Laplacian is

$$
\begin{equation*}
\Delta_{P L} \vec{f}=\left(\Delta_{P L} f_{0}, \Delta_{P L} f_{1}, \Delta_{P L} f_{2}\right) \tag{5.11}
\end{equation*}
$$

If a map $f$ is harmonic, the tangential component of the $\left(\Delta_{P L} \vec{f}\right)^{\perp}$ is zero. A novel steepest descent algorithm is proposed to minimized the string energy $E(f)$. The absolute derivative of tangent vector in step $\delta t$ is calculated by

$$
\begin{equation*}
\delta \vec{f}(v)=-\left(\Delta_{P L}(\vec{f})-\left(\Delta_{P L} \vec{f}\right)^{\perp}\right) \times \delta t \tag{5.12}
\end{equation*}
$$

In experiments, we should choose $\delta t$ modestly. If it is too large, the result would not converge to an acceptable accuracy. The Tuette mapping is not able to unfold sufficiently. And the smaller value would result in amount of time even stop in halfway. Here we proposed variable values of $\delta t$ to confirm the convergence efficiently. The algorithm using spherical conformal mapping with 3-datum points' constraint and with zero-mass constraint are listed below orderly.

## Algorithm 3:

Input (mesh $M$, initial length $\delta_{t}$, energy error threshold $\delta E$,select three datum points $\mathrm{P}_{0}$, $\mathrm{P}_{1}, \mathrm{P}_{\text {init }}$ in surface vertices)

1) Output ( $\vec{h}: M \rightarrow R^{2}$ ), where $\vec{h}$ is the mapping.
2) Compute Gauss map $N: M \rightarrow S^{2}$. Let $t=N$.
3) For each vertex $v \in M$, compute absolute derivative $D t(v)$ and update $\delta \vec{f}(v)$ as Eq. (5.12).
4) Compute the hormonic energy $E$.
5) Compute conformal embedding $\vec{h}$ and its energy $E_{0}$.
6) $\delta E=E-E_{0}$. If $\delta E<0, \delta t=\delta t * k, k \in(0,1)$. Else if $\delta E<$ threshold, stop. Else assign $E$ to $E_{0}$, repeatsteps 2) through 6).
7) Compute stereographic projection. Denote the corresponding complex points of three datum points as $z_{1}, z_{2}, z_{3}$ as (4.2).
8) Compute Möbius transformation as (5.10).

## Algorithm 4:

Input (mesh $M$, initial length $\delta_{t}$, energy error threshold $\delta E$,select three datum points $\mathrm{P}_{0}$, $\mathrm{P}_{1}, \mathrm{P}_{\text {init }}$ in surface vertices)
1)-3) are same as Algorithm 3.
4) Compute Möbius transformation $\vec{\varphi}_{0}$
$\Gamma(\vec{\varphi})=\int_{M_{1}} \vec{\varphi} \circ \vec{h} d \sigma_{M_{1}}$
$\vec{\varphi}_{0}=\min \|\Gamma(\vec{\varphi})\|^{2}$
where $d \sigma_{M_{1}}$ is the area element on $M_{1} . \Gamma(\vec{\varphi})$ is the mass center, and $\vec{\varphi}$ minimizes the norm in the mass center condition.
5) Compute the hormonic energy $E$.
6) Compute conformal embedding $\vec{h}$ and its energy $E_{0}$.
7) $\delta E=E-E_{0}$. If $\delta E<0, \delta t=\delta t * k, k \in(0,1)$. Else if $\delta E<$ threshold, stop. Else assign $E$ to $E_{0}$, repeatsteps 2) through 6).

### 5.3 CORRESPONDENCE METHODS

### 5.3.1 Direct Correspondence Method

In this section, a parameterization based correspondence method is proposed to build a static model of organic training sets. The procedure is demonstrated in Fig.5.3. "mapping" means mapping the surface to parameterization domain and "placing" indicates the order of the procedure of the landmarks placement. The scheme is described as follow. Firstly, choose one model as reference model, and place the landmarks onto the surface manually to anatomical significance. Like the description in section 5.3.1. Then map the reference model and other surface models into a common parameterization domain using spherical conformal mappings. According to the properties of conformal mapping, the relationship between the landmarks is prevented. Then search the corresponding points through the all spherical maps on the base of spherical coordinates. Since the points on surface and the corresponding points on its map are one-to-one, we could find the positions of landmarks for all the surface models.

### 5.3.2 Automatic Placement of Landmarks

Although using the method of section of 5.3.1, we just need manually landmarking one
sample model for each object. Manual landmarking are still time-consuming as well as subjective. A fully automatic approach to establishing correspondence is anticipant. One of the simple automatic approach, which has been widely applied in object recognition from video images, is placing the given number of landmarks by equal space on each boundary or surface. In this section, we develop this method to 3-D space.

While considering for a 2-D shape, the nature order of point index could be mapped to a parameter space by linear operation. A correspondence procedure can be described that select a starting point on each training sample and equally space an equal number of points on each boundary. In the similar way, simple shapes in 3-dimension might have the topology of a sphere, where the parameter space is then the appropriate topological primitive, a sphere. Following the description of mapping procedure in previous section, the positions of landmarks are angle-prevented and the mapping is one-to-one from the shape space to parameter space. As the illumination of Fig. 5.4, at first, we establish a uniform triangular sphere of which the length of edges is equal. As well the number of vertices of reference sphere equals the number of landmarks we wanted. Then map this reference sphere to spherical conformal maps of surfaces. The mapped points on spherical maps are also isometric. In this way, we can obtain a set of landmarks which are assumed to be placed by the same phase of surfaces.


Figure 5.3 Correspondence method using a preliminarily placed reference model. At first landmarks are placed onto the Reference model manually. Then map all the models to a same parameterization domain. Mark the landmarks to the corresponding positions according the spherical coordinates. The landmark points are represented as small dots.


Figure 5.4 Automatic correspondence method using an equal spaced reference sphere. Here we replace the reference sphere for equilateral polygon.

### 5.4 CORRESPONDENCE EXPERIMENTS

### 5.4.1 Similarity Criteria

Since there is not standard of agreement on correspondence or a mathematical definition, the measures of correspondence are quite difficult. In this experiment we tested two criteria. The first goodness measure is directly computed on the corresponding points as differences to manually selected anatomical landmarks. The second one is of indirect nature, since they are computed using the PCA model based on the correspondence.

Goodness: is directly computed on the corresponding points as differences to manually selected anatomical landmarks. Generally, to the reference surface model, the landmarks have been placed to anatomical significance. Based on the anatomical features of landmarks on reference model, we can choose the corresponding points on other surface models. Calculate the Euclidean distance sum between the chosen positions and the corresponded positions. Normalize it and make the result as the goodness measure.

Compactness: the ability to use a minimal set of parameters. We can approximate how few of principal modes are able to represent the variation of shapes. It simply measures the accumulative variance of the model.

$$
\begin{equation*}
C(M)=\sum_{i=1}^{M} \lambda_{i} \tag{5.13}
\end{equation*}
$$

where $\lambda_{i}$ is the $i_{\text {th }}$ eigenvalue. $C(M)$ is measured as a function of the number of shape parameters $M$. In order to reason about the significance of differences, its standard error is determined from training set size $n_{s}$ :

$$
\begin{equation*}
\sigma_{C(M)}=\sum_{i=1}^{M} \sqrt{2 / n_{s}} \lambda_{i} \tag{5.14}
\end{equation*}
$$

### 5.4.2 Comparative Analysis of Different Constrains of Spherical Conformal MAPPING

We compared the corresponding results with two constraint conditions of spherical conformal mapping described in section 5.2.4. We applied our proposed correspondence method on 15 cases of aligned left lung training samples. The goodness ability for each evaluation was calculated. The objective measure evaluations define distances between shapes with the aid of a finite set of shape points. These points had been placed on the surface manually. Test the errors between the automatic corresponding results to the expected locations where the radiologists chose. Fig. 5.5 denotes the mean errors between the real locations of landmarks to their expected locations. Sub-graph (a) is the results when the spherical conformal mapping is performed using 3-datum points’ constraint. Sub-graph (b) is the results when the constraint applied zero mass-center constraint.

### 5.4.3 Automatic Correspondence Experiments

This section describes automatic correspondence results using the method of section 5.3.1. We performed 3 type of organic models generation: left lobes of lung regions from 11 cases of chest CT images, 11 cases of liver model, and 5 cases of cardiac model. The average numbers of vertices are left lung model---62000, liver model---37000 and cardiac model---24000 separately. Each model was constructed by 642 landmarks. The mean model demonstrates in Fig. 5.6. The whole cases of correspondence results are attached in Appendix B. The algorithm took a long time to converge; for example, using a C++ implementation on a desktop PC (Intel(R) Core(TM) i7-3.4 GHz, 8G RAM), the left lung experiment took $55 \mathrm{~min} /$ case, the liver experiment took average $15 \mathrm{~min} /$ case, and the cardiac took 4 min /case.

For a qualitative inspection of correspondence, we tested the compactness ability of model described in section 5.4.1. We can see the variation becomes small with the number of parameters increasing. Graph of compactness results is shown in Fig. 5.7.


Figure 5.5 Results of goodness evaluation. (a) Errors of corresponding results using the spherical conformal mapping method with 3-datum points’ constraint. (b) Errors of corresponding results using same mapping method with zero mass-center constraint.


Figure 5.6 Mean shape models of left lobe of lung, liver and cardiac.


Figure 5.7 Graphs of compactness $(C(M)$ ).

### 5.4.4 DISCUSSION

From Fig. 5.5, the mean error of corresponding results with the 3 datum points’ constraint was $10.83[\mathrm{~mm}$ ], and the mean error with zero mass-center constraint was
10.09[mm]. Comparing to the size of left lung model, we think that there is nearly indistinctive when using spherical conformal mapping with 3-datum points’ constraint, and with zero mass-center constraint. The most variation from the expected positions was observed at the bottom of the lung, since the intense variety caused by respiration. However, according to the standard deviations of the box plot, the correspondence results with zero mass-center constraint were more concentrative. That is the reason we use this constraint for the following experiments.

In automatic correspondence experiment, we described the practices of automatic model generation to automatically construct 3-D statistical shape models. Compared to other research reports [126], our proposed method took shorter processing time. The processing time related to the number of vertices of surface models, though the mapping complexity of algorithm is $O(\mathrm{mn})$, where $m$ is the number of the vertices of model, $n$ is the number of required iterations.

We also performed the experiment of compactness ability for automatic correspondence experiment. In Fig. 5.7, the line of left lung results and the liver result display slope forms. We think that the main variation of shapes concentrate on the limited forms. Therefore, it is possible to use a few vectors of shape to appropriate the deformation. However, as to the graph of cardiac results, we see that the trend of the line growing is gradual. So it is difficult to reduce the shape vectors to too few. In this study, we restricted to the case of linear models where the distribution on shape space is represented as a single multivariate Gaussian. But as stated in section 3.4.5, due to the motion of cardiac, the linear condition has been broken.

In this study, we applied the equal-spaced correspondence method. But some authors have pointed out a matter of fact that the relative position of equivalent points may vary considerably over the training set. That might lead poor models. The figure below demonstrates two correspondence results of left lung. The left one is utilizing the semi-
automatic method described in section 5.3.1. And right one is generated by method of section 5.3.2. Institutively, the placed landmarks in the first one seemed more reasonable.

To develop evaluation methods for model correspondence is also meaningful. In [127], the authors proposed the use of three different measures. Beside the compactness criterion, the other including: 1) Generalization: the ability to measure the capability to represent unseen instances of the class of object model, i.e. given an unseen instance, and approach its shape using the generated model, we measure how much degree of fitted parts. Generally this ability of each model is measured using leave-one-out reconstruction. 2) Specificity: the ability to represent only valid instances of the object. Relative to the generalization ability, a good model should only generate instances of the object class that are similar to those in the training set. Minimal model specificity is important in cases when newly generated objects need to be correct. Rather than rules-of-thumb measurement, according to the utility of a model in a particular application, the authors instead aim to measure properties that a good shape model should have. See Appendix B.

### 5.5 CONCLUSIONS

A key step in model building involves establishing correspondence of each landmark between shape boundaries over a reasonably large set of training images. In this chapter, we proposed two methods to correspond the triangular surface samples. As the next step, we will research how to embed this statistical shape model into volume image data and perform the searching algorithm.

Reviewing the model building, different choices of correspondence give models of varying quality. To obtain a "good" model, the model-building framework described requires a parameterized transformation model for manipulating correspondence. As noted earlier, many researchers have reported interesting results in this area. A promising method is proposed in [126,127]. They assume that "quality" of a model could be measured with a single suitable objective function. They used the MDL principle to generate an objective function for model parameter selection. Styner et al. [127] have compared models built using various methods, including MDL and SPHARM. They used a number of different biomedical datasets, and concluded that for modeling purposes, MDL outperformed other approaches. So, as the future work of our study, we would like to apply optimization strategy to refine the correspondence.

## CHAPTER 6: EXPERIMENTS OF ORGANIC SEGMENTATION

The developed various segmentation methods are evaluated on three clinical applications. To show the general applicability of the method, three different modalities were chosen for the tests: chest CT images that include lung and cardiac regions, abdominal CT images and MRI abdominal images in where we want to extract liver regions. All modalities deliver full 3-D volumes of various voxel resolutions. The lung regions are treated in section 6.1. Because the segmentation of lung regions is always as the basic of lesion recognition, we aim at preventing the completeness of lung regions as much as possible. The liver regions are examined in section 6.2. The dataset includes 4 cases of CT images and 6 cases of MRI images. The last considered interest object is the cardiac. Although the contrast of image density is significant, the adjacent boundaries with liver and the divided section from aorta also make it a challenging target to segment.

### 6.1 SEGMENTATION OF LUNG REGION

Because the lung region is independent and strong contrast with muscular issue in chest CT images, 3-D region growing methods with fixed image density have been applied for many years. But if the lung region includes lesions, of which the pixel values are larger than the values of round issues, using simplex region growing method may leave out the lesion regions. In this chapter, we propose a complementary region growing method to solve this problem.

### 6.1.1 Data Set

The Lung Image Database Consortium (LIDC) has developed as lung nodule collection and reporting protocol. The LIDC/IDRI Database contains 1018 cases, and there are four radiologists to detect suspicious lesions independently. They are demanded to draw the outline around the suspicious lesions whose diameter from 3 mm to 30 mm
and rate diagnostic characteristics on an ordinal scale of 1-5. Both standard-dose diagnostic CT scans and lower-dose CT scans from lung cancer screening examinations are acceptable [128]. Hence, the representation of data is universal. Some examples of pulmonary nodules are demonstrated in Fig. 6.1.

### 6.1.2 Processing

We carry out two times of region growing. At the first time, the seed points, from where region growing begins, are set inside of lung region. As a result, the outside region is removed, as Fig. 6.2(b) demonstrates. However, since the threshold of pixel value is set low, some issues in high pixel values such as vessels, bronchus as well as the nodules are remained. To fulfill these "holes", at the second time, seed points are placed at outside region. Scan for the continuous black region, and the VOI could be remained integrally (sub-graph (c)). The feasibility of proposed method has been proofed in section 4.2.1 using theory of set.


Figure 6.1 Some nodule samples in LIDC database. Pixel value of (a) is -549.965, (b) is 143.188 , (c) is 242.917 , (d) is -89.57 .


Figure 6.2 Generate fulfilled ROI of left lobe of lung using region growing algorithm. (a) Set the seed inside of the ROI and implement region growing to remove the background regions. (b) Then, set the seed outside the region and ran region growing again to fulfill the "holes" remained in step 1. (c) Final result.

### 6.1.3 Results

Validation was employed with 10 sets of chest CT images to evaluate the final performance of segmentation. 3-D polygonal surface of segmented region are listed in Appendix C. Comparing to the gold standard data based on the ROC criterion stated in section 2.5.2, qualitative results of segmentation are recorded in Tab. 6.1. Average TPR is 0.985 , and average FPR is 0.024 . One case of comparison results using simplex 3-D region growing and our proposed method, we can see that the nodule region was prevented in the segmented image using the proposed method. On a standard PC (same performance in section 5.4.3), the processing time took about 20 seconds per case.

Table 6.1 Evaluation of left lung segmentation experiments.

| Case | TPR | FPR | Case | TPR | FPR |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.997 | 0.240 | 6 | 0.973 | 0.005 |
| 2 | 0.998 | 0.534 | 7 | 0.984 | 0.019 |
| 3 | 0.957 | 0.040 | 8 | 0.996 | 0.021 |
| 4 | 0.995 | 0.023 | 9 | 0.950 | 0.002 |
| 5 | 0.997 | 0.026 | 10 | 0.998 | 0.021 |
| TPR: 0.985 |  | FPR: 0.024 |  |  |  |



Figure 6.3 One case of segmented result of lungs with nodule regions. (a) The result using simplex 3-D region growing method. (b) The result using proposed method.

### 6.1.4 DISCUSSION

From Tab. 6.1, the average TPR of our proposed method is 0.985 . The main persistent missions include 3 locations. The first one is the main trachea, which connects to the left lungs and pixel values are similar with lung regions. It seems impossible to eliminate when image density information is used only. Consequently, we consider inducing multiple-scale technique to remove the trachea region. The second missed regions are located at the adjacent with cardiac. It is where the vena cava and portal vein connect to the lung regions. It is very difficult to define the boundary between lung regions and cardiac regions, even by a radiologist. As the improvement, we advise to extract cardiac regions previously before implement the lung regions segmentation. We can use boundary-based method with curvature information to extract the cardiac and keep the remained details which are the small vessel structures and generally are separated to the lung regions. The third over-segmented regions, although do not often happen, are the stomach regions. We have explained this limitation of 3-D region growing method in section 2.3.3. We think it is a good choose to use slice-by-slice region growing method as the substitution.


Figure 6.4 The over-extracted regions when segment the lung region. (a) The fenced region is trachea. (b) The parochial region inside of fence is cross section of aorta. Generally, it is divided to cardiac regions. (c) The fenced region is stomach. Sometimes it is segmented when using density-based methods.

The most interesting aspect lung regions segmentation was how to deal with a region with lesions. Although the accuracy result of the proposed method is not evident, from Fig. 6.3, the integrality of this method is confirmed. As well, the more challenging part for lung segmentation algorithms is to deal with the juxta-vascular type, which has significant connections to its neighboring vessels, as well as the juxta-pleural type nodules, which has some degree of attachment to its neighboring pleural wall, as Fig. 6.1(d) shows. An excellent research result has been reported by Shanhui Sun et al. [129]. They presented a segmentation approach of lung with high-density pathologies. It consists of two main processing steps. First, roughly segment the outline of the lungs using robust active shape model (RASM) matching method. And then, an optimal surface finding approach is utilized to further adapt the initial segmentation result.

### 6.2 EXPEREMENTS OF LIVER REGION SEGMENTATION

Main motivation to apply the developed algorithms to the liver is a project for surgery planning [130]. To calculate and visualize the optimal resection strategy for liver tumors, the liver tissue, vessel systems, and tumors have to be segmented beforehand. Performed manually, segmentation of the liver tissue takes 30 to 45 minutes and is the most time-
consuming section of the planning process. Therefore, an automated solution for this task would speed up the planning process considerably and make it available for a larger number of patients.

### 6.2.1 DATA SET

The used liver images were acquired on 4 cases from CT scanners and 6 cases from MRI. At the same time, the voxel spacing varies considerable: The in-plane spacing and slice thickness of CT images are $0.616[\mathrm{~mm}$ ] and 2.0 [mm] separately. As well the MRI images are 0.742 [mm] and $4.0[\mathrm{~mm}]$ separately. All the images were contrast graphic. At the same time the MRI images are pathologic and include tumors, metastases and cysts of different sizes. The reference gold standards for evaluation were created manually by radiological experts, working slice-by-slice in transversal view. It was defined as the entire liver tissue including all internal structures such as vessel systems, tumors etc.

### 6.2.2 Processing

Since contrast media was injected, the images of liver regions were conspicuous. However, because diffusion of the contrast media was asymmetrical, with the time passing the image density changed very quickly. In practice, segmentation using 3-D methods had produced a disastrous result. Growing region overflowed incidentally due to the image noises or neighbour issues of which the pixel values are similar. Consequently, we substituted for slice-by-slice region growing style.

The flow of the proposed method is described as: firstly, to smooth the data, anisotropic diffusion filtering was used as a preprocessing step for all image volumes. The filter was run over 3 iterations, using a time step of 0.0625 and a conductance of 1.0. Next we enhanced the VOI by selecting the arrangement of intensity window properly. The whole preprocessing is illuminated in Fig. 6.5. Regard to the settle of seed points, we place one at the beginning slice of liver regions. Then run 2-D region growing inner one slice. After that, calculate the mass center of the obtained region. Make it as the seed of growing region for the next slice, but the $z$ direction should be added one.


Figure 6.5 Flowchart of processing and the intermediate results.

### 6.2.3 Results

The results are listed in Tab. 6.2. Data from case1-4 are abdominal CT images. Case510 are MRI images. Average TPR of segmentation results is 0.920 and average FPR is 0.003. The 3-D polygonal construction models of segmented liver regions are arranged in Appendix B.

To comparison of the proposed slice-by-slice region growing method, a standard 3-D region growing method was also performed. The experiment conditions were same. As the results, TPR 0.913 and FPR 0.04 were obtained.

Table 6.2 Evaluation of liver segmentation experiments.

| Case | TPR | FPR | Case | TPR | FPR |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.964 | 0.001 | 6 | 0.600 | 0.0 |
| 2 | 1.0 | 0.002 | 7 | 0.835 | 0.0 |
| 3 | 0.993 | 0.0 | 8 | 0.827 | 0.001 |
| 4 | 0.993 | 0.001 | 9 | 0.868 | 0.008 |
| 5 | 1.0 | 0.013 | 10 | 0.825 | 0.001 |
| TPR: 0.920 |  | FPR: 0.003 |  |  |  |

### 6.2.4 DISCUSSION

In this experiment, although the contrast of intensity between liver regions and other issues is significant, however, influenced from the noises, the growing regions facilitate to over flow. In general, it is still very common to find medical image datasets that have been acquired with large inter-slice spacing that result the resolution of $z$ axis is very low. Therefore, overflow along z axis is often and disastrous. The overflowed regions were mainly concentrated on the adjacent boundary with the cardiac, as the Fig. 6.6 demonstrates. As the outcome in Tab. 6.2 reveals, the employed algorithm is more robust, although we need to set more seed points manually. In practice, the preprocessing for MRI images needed much manual intervention. Since that in spite of the pixel value of contrasted liver regions were quite significant than the other issues, the variety of image density is distinguishable with contrast medium being absorbed. So we nearly have to adjust the parameters of intensity windowing filter case-by-case.

Comparing the results of 3-D region growing method, the improvement of accuracy by our method is obvious. Although this method needed manual intervention, segmentation time per case could be reduced to 5 minutes averagely.


Figure 6.6 Adjacent organs to liver. Region in orange box is the liver. (a) Region in yellow box is cardiac. (b) Region in yellow box is kidney.

Many studies involved model-based method for segmentation of liver regions [131]. Since the variation of the liver model makes the local search very susceptible, some researcher encourage to used multi-resolution strategy and a reasonable fit in the rougher resolutions. Reducing the candidate regions progressively is essential for a successful segmentation.

### 6.3 EXPERIMENTS OF CARDIAC REGION SEGMENTATION

Generally, we note that the cardiac region images are required from chest CT scan, with heart beating, most of time, the cardiac regions attach to the liver regions closely. As well the density of cardiac regions is in close proximity to the liver regions in the unenhancement CT images. So we considered to concentrate an edge-based segmentation method. At the same time, to choose a suitable position to cut the arty and vein from cardiac is require object knowledge, as the figure below.


Figure 6.7 Cut off cardiac regions.

### 6.3.1 Data Set

Image used in this experiment are 5 normal chest CT volumes with a resolution of that voxel spacing varies from 0.723 to $0.683[\mathrm{~mm}$ ] in-plane and from 0.5 to 1 [mm] between consecutive slices.

### 6.3.2 Processing

We propose a hybrid segmentation method that integrates fast marching method [26] and the statistical shape model method, for automated segmentation of cardiac regions. According to adjust the time parameter of fast marching method, we could reduce the overflow parts from the cardiac regions to liver regions (refer the Fig. 6.6). At the same time, segmented region is then utilized as the initial location of shape model. Finally, we control the deformation of shape model using rigid transformation algorithm to match the cardiac regions and "cut" the top and bottom parts which are treated as the overlap using fast marching. The proposed method is outlined as follow.

## Algorithm 5:

1) Set the seed points manually and extract cardiac regions at the first time using fast marching method.
2) Calculate the mass center of the extracted region in step 1. Align the center of model to this point and uniform the radius of model to this region.
3) Collect the candidate boundary points of image which are near the landmarks.
4) Search the finial position for model using ICP.
5) Cut the top and bottom regions according to the position of shape model.

The time term of fast marching method is provided by the function of the gradient magnitude. To cast the input of speed term to a proper range, we use a sigmoid function to control parameters that can be customized to shape a nice speed image. The mapping should be done in such a way that the propagation speed of the front will be very low close to high image gradients while it will move rather fast in low gradient areas. This arrangement will make the contour propagate until it reaches the edges of anatomical structures in the image, i.e. the contour propagate should result in large changes on the
time-crossing map values close to the structure edges.

### 6.3.3 Results

5 cases of segmentation results are listed in Tab. 6.3. Comparing the liver segmentation experiments, here we added the Hausdorff distance and mean absolute surface distance indices were utilized, which have been stated in section 2.5.5 and section 2.5.6. The 3-D reconstructed surface models are attached to Appendix C. At the same time, segmentation experiment using fast marching only was performed too. As the results, the TPR was 0.650 and FPR was 0.002 .

Table 6.3 Evaluation of cardiac segmentation experiments.

| Case | TPR | FPR | Hausdorff | Mean Distance |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.500 | 0.000 | 19.698 | 0.031 |
| 2 | 0.684 | 0.001 | 23.264 | 0.245 |
| 3 | 0.647 | 0.000 | 11.152 | 0.034 |
| 4 | 0.577 | 0.000 | 22.236 | 0.015 |
| 5 | 0.652 | 0.002 | 27.495 | 0.520 |
| Average | 0.612 | 0.001 | 20.769 | 0.169 |

Hausdorff: Hausdorff distance. Mean Distance: Mean absolute surface distance.


Figure 6.8 Comparison of segmentation results. (a) Segmented result by fast marching method. (b) Gold standard data.

### 6.3.4 DISCUSSION

A beyond expectation is that the fast marching for the first segmentation did not lead to higher precision of results. Because the fact that most part of cardiac regions are surrounded by the lung regions, and contrast of pixel value between the lung regions and the cardiac regions are obvious. We thought that if the stop time is adaptive, the TPR of segmented result by fast marching should be not less than 0.90 . However, even increasing the iteration time of fast marching, the results were not improved too much. The intermediate results to obtain a map image for fast marching are demonstrated in Fig. 6.9. Although from the result of gradient magnitude filter the significant boundaries were found. When enhancing the edge image by sigmoid window filter (sub-graph(c)), we can see some "black holes" inside of candidate region. These noises are caused by the complex inner structures of cardiac, such as ventricles and atriums. That would block the surface propagation of fast marching.

As the improvement of proposed method, we consider to exchange the order of implement. Firstly limit the arrangement of cardiac regions using shape model. To complete this, we can get the threshold image of chest CT images, place the mean shape model to the nearby of ROI, and then surround ROI by model using ICP algorithm. After removed the outside regions of ROI, instead of the boundary-based method, this time region-based method is utilized to refine the segmentation result gotten in previous step.


Figure 6.9 Preprocessing images for fast marching method. (a) Smoothing image using anisotropic diffusion filter. (b) Edge image by gradient magnitude filter. (c) Enhancing the edge map image by sigmoid filter.

### 6.4 CONLUSIONS

From the experiment of segmentation of liver regions, although isotropic processing for a serial of DICOM images has been a standard step before all other processes. We still think that in some case the isotropic processing breaks the resolution of the original images, since we should meet the scale of slice thick by reducing the interval spacing of intra-slice. As to the segmentation of un-enhancement images, to utilize the valuable edge information, slice-by-slice implement maybe a better choice. Of course, it is not wisdom to substitute the 2-D shape model for 3-D shape model.

Due to noise influence and partial volume effect, the edges of organs or structures in medical images are usually not clearly defined. As a result, we always need a hybrid method to complete a segmentation task. There is currently no single segmentation method that can yield acceptable results for every medical image. Combining several segmentation techniques together to form a hybrid framework can sometimes significantly improve the segmentation performance and robustness comparing to each individual component.

## CHAPTER 7: VISUALIZATION TECHNOLOGY AND ITS APPLICATIONS

Image post-processing is defined as the process of integrating a series of axial images into a form that is often easier to interpret than the sections themselves [134]. The source transverse section is a fundamental image for interpretation. At the first of this section, we briefly review the 3-D visualization techniques in practice. Integrating image processing techniques and visualization techniques, computer-assisted radiology and surgery have opened up completely new possibilities for modern medicine. In the second part, we grasp up newest scientific and technological trends of 3-D medical segmentation.

### 7.1 VISUALIZATION TECHNOLOGY

### 7.1.1 Visualization for Volume Data

### 7.1.1.1 Maximum Intensity Projection (MIP)

MIP is a projection technique, in which only the highest density pixel in the projection direction is displayed to reconstruct the 2-D images. MIP image allows the differentiation between enhanced high density structures and low density structures. MIP image reconstructed from the same volume data shows ROI, but their outlines merge; it is impossible to visualize the spatial relationships between the objects on the MIP image. In practice, MIP is usually performed interactively with a sliding slab, enabling the radiologist to adjust the window, select the optimal orientation to display the object in the special density level.

### 7.1.1.2 Multi-planar Reformation (MPR)

MPR is a high-resolution reconstruction format that allows display of planar images at any angular section through the acquisition volume, which permits visualization in not only the axial plane but also interactive planes that better follow the ROI course in the 3D image. The slice thickness can be modified, and a thick slab may be helpful in
visualizing special structures.

### 7.1.1.3 Volume Rendering

Volume rendering techniques allow us to see the inhomogeneity inside objects. Roughly, it could be categorized into direct rendering techniques and geometric primitive rendering techniques. Take the CT images for example, we can realistically reproduce Xray images by considering the intensity process at this point in the text, you can imagine extending our ray tracing example from the previous section. Thus rays not only interact with the surface of an object, they also interact with the interior [135]. To obtain richer expressive, opacity and color are assigned to each CT value interval via transfer function. For example, normal soft tissue is assigned high transparency, enhanced vascular structures slight opaqueness and bone strong opaqueness. The sum of all CT values along each search ray from the observer through the 3-D data volume, weighted by the transfer function, is displayed [136].

### 7.1.2 Visualization for Surface Data

### 7.1.2.1 Surface rendering

Surface rendering algorithm is applied to place surface patches or tiles at each contour point, and with hidden surface removal and shading. They use a relatively small amount of contour data, resulting in fast rendering speeds. One category of the surface rendering techniques is polygon rendering methods concentrate on the visualization of data through the use of geometric primitives such as points, lines, and polygons. For medical applications such as human body visualization [137, 138] and statistical shape analysis, this is obviously the most efficient and effective representation for the data. However, although this representation could reduce data storing space, some authors pointed out that there are still many phenomena that cannot be simulated using surface rendering techniques alone. This is particularly true if we are trying to render data interior to an object, such as X-ray intensity from a CT scan [139]. Fig. 7.1 demonstrates two different representation of human skull model.


Figure 7.1 Surface rendering of a skull. (a) Display in voxels. (b) Display in polygons

### 7.1.2.2 Texture mapping

Texture mapping is a technique to add detail to an image without requiring modeling detail. It is one of the most commonly used methods to improve the realism or to assistant shape analysis. In Fig. 5.4, a regular lattice map is mapped to the lung surface. As a result, the properties of spherical conformal mapping could be appeared intuitively. In paper [142], the authors propose a new texture mapping method, based on flattening a chaincoded 3-D surface, to handle the voxel-based data directly. The method flattens the 3-D object surface onto a 2-D plane and then uses 2-D metamorphosis to generate the correspondences between object surface and texture image. Therefore, polygon transformation is no longer necessary and texture mapping is handled with inexpensive 2D morphing. More importantly, the internal information of medical data can be easily preserved and utilized further.

### 7.2 APPLICATIONS OF 3-D SEGMENTATION

### 7.2.1 Medical Diagnose

CAD system is a relatively new concept that has been developed largely during the last decades, and that is growing rapidly in diagnostic radiology and medical physics. From the mental of CAD, the computer output as an "aided opinion" to improve the diagnostic accuracy. In the development of various CAD schemes, it is necessary to employ image processing and information-processing techniques for quantitative analysis of images. In
addition, it is necessary to understand the medically relevant content of the images on the basis of technical features [1]. For example, for detecting lesions by computer, it may be useful to provide a 3-D visualization to the radiologists that the characters and type of lesions is easier to recognize. Fig. 7.2 shows a 3-D display to analyze breast lesions.

### 7.2.2 Shape Analysis

Medical image segmentation is of considerable importance in providing noninvasive information about human body structures that helps radiologists to visualize and analyze the anatomy of the structures. Shape analysis is always used in education in anatomy. For example, evidence suggests that shape changes of brain structures may reflect abnormalities in neurodevelopmental disorders and neurodegenerative diseases, such as attention deficit hyperactivity disorder (ADHD) [143], schizophrenia [144], and Alzheimer's disease [145]. Fig. 7.3 shows an example to analyze the mean curvature of a lung surface model.


Figure 7.2 Prompt the position of lesions in 3-D space.


Figure 7.3 Surface model of left lung. The degree of mean curvature is distinguished with color.

### 7.2.3 Education in Anatomy

The derived virtual body models are a novel interactive tool for reference and education in anatomy. Detailed 3-D anatomy may be viewed from all directions, dissected with any number of cut planes, and even anatomical linked knowledge can be combined in these statistic models. One of the basic skills of a radiologist is to interpret 3-D anatomy form 2-D X-ray images. The model allows the simulation of X-rays from any direction and with any beam geometry since the absorption values for every voxel are available from the original CT data (as Fig. 7.4(a)). Based on the information contained in the model, both the contributing anatomical structures and the extent of their contribution to the total absorption may be computed and visualized in the context of 3-D anatomy [146]. The similar technology could also be used as the simulation of sonographic examinations [147].

### 7.2.4 Operation Assistance

In Intra-operative navigation scenarios, recovering and analyzing 3-D shape are used to assist making scenarios. For example, in the procedure for bone augmentation, preoperative CT images are used for pre-operative planning, based on a 3-D finite element analysis of the patient's femur and planned cement injection [148]. The pre-operative
model and plan are registered to the patient and intra-operative navigation system, and a robotic device is used to inject cement containing an appropriate contrast agent (Fig.7.4 (b)). In liver surgery planning, the first step is the segmentation of the image data in order to tag the liver and diseased areas of liver tissue [130]. Non-coronary cardiovascular findings and extra-cardiac findings should be reviewed in addition to recognize primary and secondary comorbid pathology that leads to alternative non-cardiovascular diagnoses [149]. The Fig. 7.4 demonstrates commercial 3-D medical imaging software VOXELMAN ${ }^{\circledR}$, which is developed by University Medical Center Hamburg-Eppendorf. It has been successfully applied in such as medicine education and operation simulation [150].

### 7.2.5 Applications of 3-D Segmentation in Machine Vision and Computer Graph

The next important milestone for embodied machine vision systems is to make them flexible and robust in a variety of environments and tasks. In [151], authors proposed an active 3D scene segmentation and detection method for an object grasping robot and manipulation system.

The analysis of 3-D face meshes is also important in many applications, which aim to accurately relate information from different meshes in order to compare them. In [152], P. Nair proposed an accurate and robust framework for detecting and extracting faces, localizing landmarks and achieving fine registration of face meshes based on 3-D PDM.


Figure 7.4 Partial functions ofVOXEL-MAN ${ }^{\circledR}$ software (a) Correlation of X-ray images with 3D anatomy. (b) TempoSurg ${ }^{\circledR}$ training system for petrous bone surgery.

Recently, the application of depth cameras available at commodity prices has been increased. These cameras can usually capture both color and depth images in real-time, with limited resolution and accuracy. In [153], they study the problem of 3-D deformable face tracking with such commodity depth cameras.

Surface parameterization methods which were stated in section 5.2 have been applied widely in decades [154]. Apart from the application for brain diagnosis (section 7.2.2), in computer graphic fields, the power of these methods are also realized. Rendering realistic faces and facial expressions requires good models for the reflectance of skin and the motion of the face. The [155] described such a system. It realistically reproduces the appearance of a particular person's face and facial expressions. Some excellent works presented in these papers demonstrates in Fig. 7.5.

(a)


Figure 7.5 Applications of 3-D segmentation. (a)Recognition of 3-D objects for manipulation system [101]. (b)Track 3-D feature points cloud of face [103]. (c)Human facial movements and phonemes are digitized to be used by animated character.

### 7.3 CONCLUSIONS

The last few decades have witnessed significant advances in medical imaging and computer-aided medical image analysis. The revolutionary capabilities of new multidimensional medical imaging modalities and computing power have opened a new window for medical research and clinical diagnosis. In this procedure, the medical image segmentation techniques are the primary tools for such as automatic diagnosis, the quantification of tissue volumes, localization of pathology, study of anatomical structure, treatment planning, partial volume correction of functional imaging data and so on. We think in the near future, anatomical variability, pathology and other spatial knowledge representation could also be included into the model, and more completed human model will play more important role in medical science and clinic.

## CHAPTER 8: CONCLUSIONS AND FUTURE WORKS

### 8.1 CONCLUTIONS

Segmentation technology in medical imaging is seemed as the "Medusa's eye" that filling with the temptation as well as the challenge. It is the major bottleneck for translating advanced computer-based procedures into clinical practice and one of the most crucial operations to develop the CAD system. Any image visualization, manipulation, and analysis tasks require directly or indirectly image segmentation. In spite of several decades of research, this still largely remains an open problem.

In this thesis, we proposed a framework to solve medical image segmentation problems. Although it is not a completely new methodology in this domain, following this framework, we could consider the construction for the Object Oriented Programming (OOP) based software project. This method is similar as the framework of registration project done in Insight Segmentation and Registration Toolkit (ITK). So, we hope the practices in medical image segmentation could be benefit of this method.

Atlas (statistical model) based methods have resulted in substantial and widespread advances in the field of medical image segmentation. The study on human themselves is the basic to solve medical imaging problems. Active shape model method is one of the pioneers in this domain. Here we attempt to optimize parameters by an intelligent approach. In spite of time-consuming when utilizing genetic algorithm to obtain the parameters directly, introduction of intelligent optimization method seems to be potential on accuracy improvement. In addition, we think that many excellent control theories are able to use in model based imaging methods.

Regard to the 3-D SSM building, we have to admit that the approaches presented in this thesis are just a start. However, from the correspondence results in Appendix B.1, the
automatically mapped landmarks are located near the corresponding positions robustly, although they have not been as exactly as possible. We think the proposed methods are suitable for the initialization of landmarks. Many novel researching reports have been known in decades, and even some researches predict that the statistics based methods would be one step towards the final goal of automatic segmentation task in the clinic.

In this study, we proposed a novel alignment method using surface features and stereographic projection. This strategy provided a new viewpoint to solve the orientation for a 3-D object. From Appendix A, the surface features of one class of objects appear quite regular. We believe that these algorithms could be easily embedded in many applications and provide a thorough basis for computing may image statistics.

Each method has its special talents. In this thesis, we practiced the main three categories of novel segmentation methods in medical imaging: region growing, level set methods and Deformable model methods. We are conscious that it is impossible to improve the segmentation accuracy without combining more information to any method above. Meanwhile we think that just taking account of single object but overlooking the relationship of anatomical structure is fruitless.

### 8.2 FUTURE WORKS

Below is a list of future work, arising from the observations in this thesis:

Implement the multiple-organic shape statistic, i.e. body atlas. As mentioned earlier, using single statistical model is not able to master the processing of segmentation. Even to a radiologist, it is inconceivable that drawing the boundary perfectly without referring the issue regions around the ROI. To obtain a statistical model, combining the complex image information to one model is necessary. The knowledge includes such as locations of organs, local appearance information, curvature etc.

Alignment or registration of 3-D objects is able to be regarded as an independent research field. Orientations driven methods break out the general viewpoint about accessing the uniformity of special objects, which makes the minimizing Euclidean distance of two surfaces as the standard. We anticipate this method and its derivate could play a role to solve the problems of alignment of one class of objects, which have the same structures but various shapes.

Refine the landmark points based statistic shape model methods. To obtain a more reasonable shape model, we should assume an objective function to measure the "quality" of a model. This approach that has been taken is based on the idea that a good model should allow a concise description of the members of the training set. Some pioneering methods have been proposed, such as Minimum Description Length (MDL) principle. Another strategy is described as searching the key-points in parameter domain. Since the harmonic mapping methods are able to prevent the information of surface curvatures. Lots of feature description methods in image processing area, such as Scale-Invariant Keypoints [156], are considered to be utilized for searching the corresponding positions of landmarks between surface data.

Two main techniques utilized in this thesis---shape statistical method and surface parameterization are considered to be applied in wider areas, which are not confined of medical imaging but also machine vision. Especially, with the development of 3-D printing technology, reconstructions of 3-D shapes and computational geometry will be gained insight. As well the marriage of these two approaches is a relatively new approach in the world of vision research that we can hope the truly understand the deeper aspects of the human visual system, and the human mind.
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## APPENDIX B: CORRESPONDENCE RESULTS

1. Results by the proposed method of section 5.3.1.

There are two cases on opposite viewpoints in each row.


2. Results by the proposed method of section 5.3.2.



## APPENDIX C: SEGMENTATION RESULTS

1. Segmentation results of lung regions (10 cases).

Each case is arranged in a row on 3 viewpoints.




1. Segmentation results of liver regions (10 cases).


2. Segmentation results of cardiac regions (5 cases).


