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Abstract
The bump hunting is to find the regions where pomts we are interested in are
located more densely than elsewhere an d are hardlv rable from other points. By
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fundamental case that may be observed in real customer data cases, and Iou d

that the proposed
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extr eme-valu e statistics, trade-off curve, accuracy, return penod, evalua.tlon.

1 Introduction

The bump hunting is to find the regions where points we are interested in
are located more densely than eIseWnere and are hardly separable from other
Figurel. Such a problem is seen everywhere in common. However,
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finding such regions, the patient rule induction method (PRIM) is sometimes
referred to because PRIM finds boxes in which the response average is high
in the feature space; PRIM differs from tree-based partitioning methods (see
(7, 9]). In contrast, we seek the bump regions using a newly proposed method,
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hardly separable from response 0 points.
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gned response 1 to the total number of points

n advance, where the pureness rate p is the ratio
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in the total region, where “#” expresses the size of the samples. In a recall-

precision curve, recall is defined by #TP/(#TP+#FN) which is identical to
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trade-off curve is constructed by coliecting the skyline points of many
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s a skyline curve constructed by many recall-

where each curve is corresponding to one classifier.

Fig. 3. Trade-off curve a
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istomers is very large, say 16() ,000; thus we will not use all these data
co p

because of the high computing cost. Therefore, we will treat 15,870 samples,
randomly selected from the original database, where the number of response
1 (the customers, we are interested in) is 2,863; thus the mean pureness rate
becomes 18.0%. The number of features of the customers is more than 60, but
we will use 41 variables; the variables are both continuous and discrete. We call

1 er case consisting of 1,635 samples was also
investigated, where the number of response 1 is 290; the mean pureness rate is
17.7%. The number of variables is 44. We call this 1/100 model. Our primary
objective is how many response 1 samples can be captured if we require at
least 40-50% pureness rate. n~. fro a nractical viewnoint ugine thege tw.
least 40-50% pureness rate, pg, from a practical viewpoint using these two
smaller models.

1.8 Using the tree-based method

To make future actions easier, for example in the customer database, adopting

the tree-based method is considered to be natural for explicit decision making
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boxes located parallel to some explanation variable axes for the bumps as

shown in Figure 1. However, the tree obtained by the conventional algorithm

from the top node to downwards using the Gmi’s index wdl not provide the
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not mterestea in response 0 point regions where the decision tree intended

1111(1 Elle purer IeglUllb we 1may aiSCaIU. bl].LIl Iegl()rls d.Il(l expecu IIlu(,Il uen Ser
regions for response 1 to the rest of the regions. In a messy data case as
shown in Figure 1, the decision tree also can do this; consequently, it can find
the boundaries for the bumps indirectly. Thus, we have proposed to use the
random search for the feature variables preserving that the splitting point is

determined by using the Gini’s index (see [15, 23]). This is called the tree-GA.
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Fig. 4. Crossover in the tree-GA.
So far, we have been using the following evolution procedure in the tree-GA:
1) the number of initial seeds is set to 30; here, the initial seeds mean the trees
where the explanation variables to be allocated to each branch are randomly



HIDEO HIROSE

selected,

2) obtain the capture rate to each seed tree, and select the top 20 best trees,
3) in the next generation, divide each tree to the left wing with or without
the top node and the right wing with or without the top node, and combine
the left wing and right wing trees of different parents to produce children
trees (see Figure 5); why we adopt thl S crossover method to preserve a good
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existence of many local maxima with each startin int in the tree-GA pro-

imum capture rate Wlth many startmz Domts e.g., szwGG for 1000 points),
and the method did work successfully when the shape of the marginal density
function of an explanation variable is simple, such as monotonic or unimodal.
This property is also observed in a real customer database [16]. Thus, we add
a function of

7) estimating the return period capture rate by using the best 20 trees in each
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BUMP HUNTING USING THE TREE-GA

final stage of the evolution to our tree-GA procedure; that is, we do proce-
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data should also be investigated.

2.2 Tree-GA procedure applied to the evaluation and test data
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will also be optimistic, in other words, be conservative. We want to know a
much more accurate return period for the trade-off curve, even though the
return period rule shall be unknown. We should use the test data for accurate
evaluation. This is performed by the assessment methods such as the cross-
el T odimes TE1 0 thn hmsdotratnmnd hald ~cad vvatbhad £hn MDITO) st~ A [177]
vaillduiull lUJ LU LHC DUULdLLapPDCU LOUIRI-UUL HHCLIII0U, LHCE DIV THeLIIOU lllJ.
Nino vrov +n dn thic ic £ 1100 the very lact ocanaratinn riila far +ha foat nuaroavor
NJL1U VW UL LS ULL) 4 U WD vily V\/l] i v E’\/ll\zlw\llvll A WLG LUL ViAU VOO L. ILUVV\JV\/L,
someone may suspect that the accuracy evaluation by using the test data in

evolution procedure in the tree-GA would still be optimistic. The test data are
i b

always treated like the training data. In addition, such a method cannot be
applicable to assess the accuracy for the return period obtained by using the
mrtrnvnn eraliin cbatioting hanatian +ha fact data vragiilta An it manncocariler £ Axxr
A UL CLLL IUC DLALIDLILD DTULALUDT LllT LEDL Udild 1TOULLD UV 11UL llUbUbbdnllly 1ULIUW
the exfromoivo]nn dictrihiitinone ovoen thonoh the trainine data recnilte dn The
AV R WIS LWy VOULAAL ALUJ U AR WAVAVIAL) U ¥V Lkl ulxvubu vian, \J.LWA.A.L&.ILB LULAAUCU LA U WUALUL WA, A LAN
return period capture rates using the extreme-value statistics would no longer

To overcome this problem, we modify the scheme of the tree-GA procedure
adaptable to the test data assessment. First, we classify the original data into
three subsets: to 1/3, 1/3, 1/3, or to 50, 25, 25%; the first, the second, and the

third are for the training, the evaluation, and test data, respectively. Selection
of the seeds, crossover method, and the mutation rate, and etc. are almost the
same as mentioned in 2.1. The difference is the following. At each evolution
generation stage, we produce the trees by using the training data, and select
the best trees using the evaluation data. Then, we can expect that the final
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stage results could be the local maxima for the evaluation data, and we may
applv the extreme—valu statistics to these nnau resums, msc as we applied the
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Fig. 6. Applying the evaluation and test data to the tree-GA procedure.

Figure 7 shows the distribution similarity between the evaluation and the test
data. We may assume that the evaluation data results follow the extreme-
value statistics by the property of the local maxima. Using 200 initial cases,
we have checked if the similarity holds between the evaluation data results and

-3416—
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is representing this
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In this paper, we investigate the trade-off curve accuracy by applying our pro-
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Pposcu LICC U A DUllp Hululy Luocuiyiod o uice typlital siinutation data Ldbﬁb,
which are mimicked by real data; the cases are shown in Figure 8. Response
1 points are embedded with Gaussian distribution in uniformly distributed
response () point area. The case (1) is that: on uniformly distributed response
0 points, response 1 points of Gaussian distribution are located in the center.
The cases (2,3) are that: on uniformly distributed response 0 points, response
1 svminmtdo nvn Ariatvithaidnd annarding +4 +ha vniwtiina ~AF $hn cranifamay AicdaIlead e
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ables are 1,2, 3, 4, 8, 16, 32, 64, and that there are no correlations among the
feature variables. We have generated 20,000 points random numbers by using

3.2 Incompetence of finding the bump regions by the conventional clossifiers

First, we used R package ipred for bagging (one of the ensemble methods) and
e1071 for SVM (support vector machine) to check if the well-known classifiers
can find the bump regions efficiently. In bagging, we used CART as the base
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case 1
B

A
BB coossion
AR

0N
L

assifier. In the SVM,
parameter is 8, and the
decision tree CART, baggin
Mmoot 4 rmig . Y r
in Table 1. The misclassific
i b d I Aerarie a3
HICO lPChU L. YUl U)&duLLLlJlC, 1
+vitrial racilter 3if o plocel
UIIVIAL IJUAJWUIUD, L1 U UIGIO4ARS
response 0, then the misclassification
classifier J,id nothmg effective.

Misclassification rates appled to the simulation cases using the conventional classi-
fiers

PPN ¢ P
Cade 4 Case 9
dimension | CART bagging SVM | CART bagging SVM
(ole) (=] (= leg (=]
1 0.199 0.198  0.198 | 0.368 0.497  0.497
2 0170 0168 0258 | 0340 0343 0501
4 0.130 0.125  0.268 { 0.338 0.318 0497
8 0.127 0.111  0.320 ; 0.343 0.309 0.498
16 0.127 0.115 0322 | 0.335 0.310 0.501
32 0.131 0.108 0.315 | 0.336 0.303  0.489
64 0.132 0.102 0321} 0.342 0.305  0.500
3.8 Effectiveness of finding the bump regions by the tree-GA
T‘IY O SR SO P Mg Sacaaait ooy o A SR PRI « L 3

vve 1nirodquce une asSessmiennt .lﬁbu_lbb .lUl hﬂ.C tfade~-OIL curve accura y .LUE’,
the tree-GA bump huntlng The data cases are the same in Figure 8. Table 2
shows the capture rate results by the tree-GA bump hunting along with the
theoretical value when the pureness rate is 0.6. We see that most of them show
very good results, in contrast with misclassification rates obtained by using
the conventional classifiers.

- 3418



Table 2
Capture rates when pureness rate is 0.6
case 1 case 2 case 3

1 |0.0002 00043 | 0.0061 0.0065 | 0.6612 0.5399
2 09684 09069 | 04362 04307 | 0.6666 0.6447
3 | 0.9971 09266 | 0.5334 0.4798 | 0.6666 0.6732
4 09995 09245 | 05433 0.4840 | 0.6666 0.6740
8 |0.9999 09317 [ 05454 0.4777 | 0.6666 0.6633
16 |0.0999 0.9308 | 0.5455 0.4807 | 0.6666 0.6677

Figure 9 shows other cases with various pre-specified pureness rates. In the
figure, the simulation results of the trade-off points are superimposed on the
theoretical (i.e., maximum obtainable capture rate vs. pre-specified pureness
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Why we adopt the BHO rather than the cross-validation method is that the
computing time by the BHO is shorter than that by the cross-validation; in
the typical real customer data case, the computing time becomes 80 hours by
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Table 3
Ratios of the capture rates between the tree-GA results and the theoretical val
pureness | 40% 45% 50% 60% 70% 80%
dimenginn raan 1
A\VSEESLVIS WLV 2N Y AW 1
2 0695 094 094 094 097 -
3 086 054 09 0983 0.92 -
4 096 094 094 092 091 -
3 096 095 094 093 06.91 -
16 096 094 094 093 091 -
dimension case 2
3 0 Q1 0 QR n 7 N Q0 - -
<] V,a41 v.0uv w.O V.JJ
3 094 090 092 090 - -
4 0.85 91 092 0.89 - -
R 0465 091 093 088 - -
i6 096 093 094 0.88 - -
dimension case 3
2 - - 1.00 097 095 1.01
3 - - 1.00 101 094 0.93
4 - - 1.00 1.01 095 0.93
8 - - 1.66 0685 096 093
16 - - 100 100 098 0.97
5 Concluding Remarks
In difficult classification problems of z-dimensional points into two groups
having 0-1 responses due to the messy data structure, we have shown to use
the tree-based and genetic algorithm assisted bump hunting method, a newly
proposed tree-GA procedure. We have also shown that the criterion in the
bump hunting is not the misclassification rate but the trade-off curve between
the purencss rate p and the capture rate ¢; this curve is not the recall-precision
curve (i.e., not the ROC curve) because the trade-off curve consists of many

trees. Due to the inclination to find the local maxima in the proposed tree-
GA, we have proposed to use the extreme-value statistics to find the return
period as a global maximum capture rate starting with many initial seeds.
The gumbel distribution can be fitted to the real and simulated data well in
our study. Knowing this, we will make future decisions by applying the rules

— 3422 —



obtained by using the ta 1 the knowledge of how far the rules
we are using are located from the optimal points. To assess the accuracy of
the trade-off curve, we have shown to use the training, evaluation and test
data sets; the evaluation is done either by the cross-validation method or the
bootstrapped hold-out method. We have also shown the simulation results
that the conventional classification methods, such as the bagging and the
SVM, are not efficient to the bump hunting. On the contrary, we have shown
that the tree-GA worked very well, e.g., for typical cases which are mimicked
by real case. In the simulation study, we have shown that the capture rates
are obtained larger than about 90% of the theoretical values
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