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Abstract: Understanding the distribution of seafloor sediment using a side-scan sonar is very im-
portant to grasp the distribution of seabed resources. This task is traditionally carried out by a 
skilled human operator. However, with the appearance of Autonomous Underwater Vehicles, auto-
mated processing is now needed to tackle the large amount of data produced and to enable on the 
fly adaptation of the missions and near real time update of the operator. We propose in this paper a 
method that applies a higher-order local auto-correlation feature and a subspace method to the 
acoustic image provided by the side-scan sonar to classify seabed sediment automatically. In texture 
classification, the proposed method outperformed other methods such as a gray level co-occurrence 
matrix and a Local Binary Pattern operator. Experimental results show that the proposed method 
produces consistent maps of a seafloor. 
Keywords  Seafloor sediment, side-scan sonar, higher-order local auto-correlation features, tex-

ture classification. 

 
1.Introduction 

 
  The ocean accounting for an area of approximately 
70% on the earth is the property which is common to all 
creatures on the earth as well as a human. It is used for 
fish farming, land reclaiming, and so on. The resources 
such as oil and the natural gas methane hydrate manga-
nese nodule are still unexploited in the bottom of the sea. 
They are called seabed resources. Nowadays, the use of 
those seabed resources is requested to a large extent ac-
cording to the recent rapid technological development.    
  The information on the quality of the surface of a sea-
bed is important to grasp the distribution of such seabed 
resources. The distribution map on the information is 
generally made using a bottom sampler which samples 
the surface of the seabed interested point by point, and 
these point-wise data are regarded as representing the 
seabed area under investigation. Obviously this investi-
gation gives less exact information on the surface of a 
larger seabed area, even if the number of the sampling 
points increases. Since the light does not reach at most 
part under the surface level of the sea, it is necessary to 

use acoustic energy there which has very good permea-
bility irrespective of liquid, gas or solid. 
  A side scan sonar which is one of the seabed probes 
using the sound is a remote sensing apparatus and it 
brings the sound wave reflection image of the bottom of 
the sea in a short-term investigation. Figure 1 summa-
rizes the image generation with the side scan sonar. The 
side scan sonar irradiates a sound wave to the seabed and 
visualize the seabed topography in an image form by 
analyzing the reflected sound waves. It provides the sur-
face information on a broad area of the seabed precisely 
as well as in a high speed. 
  However, geological study of the seabed surface em-
ploying the acoustic images largely depends on the 
knowledge and experience of an engineer and it is some-
times difficult to be objective. 
 
 
 
 
 
 
 
 

Fig. 1. Schematic of a side-scan sonar. 
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  There are some automated methods for analyzing the 
acoustic images of the seabed. Classification of the sea-
bed soil from sound images of the side scan sonar em-
ploying texture analysis was performed by Yamamoto, et 
al. [1], but the result of the analysis was not evaluated 
using actual seabed soils. In recent years, Atallah and 
Smith [2] proposed a method of analyzing the seabed 
soils using both the sound image and the depth infor-
mation provided by a depth sensor. But it is unsuitable 
for the classification in real time because of the acquisi-
tion of the depth information. For a practical use, the 
developed technique should give a simple procedure and 
high precision in the classification.  
  This paper proposes an automatic method of classify-
ing the seabed soils from a sound image based on the 
HLAC (Higher-order Local Auto-Correlation) [3] feature. 
HLAC is a basic as well as general image feature direct-
ing attention to the co-occurrence nature of texture pat-
terns. It has been employed for the recognition of a face 
[4, 5], a letter [6], gesture [7], etc. It has also been ap-
plied to medical image analysis, remote sensing image 
analysis, object detection and recognition based on the 
texture, and so on. We show the effectiveness of the pro-
posed method by applying it to real seabed images. We 
also compare the proposed method with the method us-
ing a gray level co-occurrence matrix by Yamamoto, et al. 
[8] and a LBP (Local Binary Pattern) technique [9] used 
widely in texture analysis.  
  In the following, Section II explains the proposed 
method. Section III shows experimental results using the 
side scan sonar images of various kinds of seafloor to-
pography. Section IV gives discussion. Section V con-
cludes the paper with recommended directions for future 
work. 
 

2. Classification of the seabed 
 

Sonic waves are beamed toward the surface of the 
seabed, and the difference in the sound waves’ reflection 
intensity is displayed as different shadings to express the 
seabed by an image. In the course of sound wave propa-
gation through seawater, acoustic energy is attenuated by 
being changed to other forms of energy. This is called 
absorption loss [10]. The amount of attenuation of sound 
waves Np (dB) is defined by the following formula; 
       rrNp log20  

       2000175.022.0 ff           (1) 

Here r is the distance from the sound source to the object 
(km) and  is the coefficient depending on the frequency 
of the sound wave f . 
 
A. Flow of the proposed method  
  The proposed method makes a feature space from 
training data which are sound images of the seabed. An 
unknown sound image of the seabed is classified into one 
of the several classes representing seabed sediments us-
ing the feature space. The HLAC feature which extracts 
co-occurrence of texture is employed for describing the 
texture of seabed sediments. The subspace method is 
employed to make the feature space and to perform the 
classification. The schematic diagram of the classifica-
tion is given in Figure 2. 
  The HLAC feature vectors are computed, in advance, 
from training image data of all seabed sediments. Then, 
the Principal Component Analysis (PCA) is applied to 
the vectors to compress the dimension and to form a 
subspace. Given an unknown sound image, the HLAC 
feature vector is calculated from every scanned window 
on the image and the distance of the vector with each 
subspace is evaluated for classification. The vector, i.e., 
the unknown sound image is classified into the class with 
which the distance is the minimum. 
 
B. Extraction of the features 

The proposed method uses the HLAC features to ex-
tract texture features. If the gray value of the target image 
at the point r is denoted by f(r), the Nth autocorrelation 
function is defined by the following equation; 
 

 drarfarfrfaaax NN )(,, 1,21
  (2) 

 
  The HLAC feature is a basic image feature based on  
this function. Since the local correlation between nearby 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flowchart of the classification. 
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0th order     1st order 

 
 
 
 
                        2nd order 

(a)  
 3 x 3         5 x 5            7 x 7               9 x 9 

 
(b)  

Fig. 3. 25 local patterns for calculating HLAC fea-
tures: (a) Local 3x3 masks up to the second order,  

(b) Used 4 sizes of the mask patterns. 
 
pixels is more important in an image data, we set N=2 
and consider the domain of local 3x3 pixels around the 
reference point r, that is, the correlation up to three points 
in the local domain is taken into account. Then the 
HLAC feature performs the calculation using 25 mask 
patterns of 3x3 pixels (1 zero-dimensional, 4 
one-dimensional and 20 two-dimensional patterns) as 
shown in Figure 3(a). As one mask pattern produces a 
single value from a window, a feature vector is defined 
by a 25-dimensional vector. The 0th order, the 1st order 
and the 2nd order HLAC features are calculated by the 
following equations, respectively; 

        
drrfax )( 0  

        
drarfrfax 11)(

            (3) 

        
drarfarfrfax 212)(  

 The calculation of the HLAC feature is to multiply the 
gray values corresponding to the dark pixels of each 
mask pattern and to sum them in the window interested. 
  In the present research, masks of the size 3x3, 5x5, 
7x7 and 9x9 are also employed as shown in Figure 3(b) 
in order to extract texture features of larger domains. 
Note that the mask of each size has 25 patterns similar to 
the mask of 3x3. Therefore the dimension of the actual 
feature vector is 100. These mask patterns with larger 
sizes extract lower frequency features compared to the 
3x3 mask, as they calculate the correlation among two or 
three mutually distant pixels. This is equivalent to apply-
ing a 3x3 mask pattern to a lower resolution image made  

 
 
 
 
 
 
 
 
 
 

Fig. 4. Schematic of the subspace method. 
 
by reducing pixels of the original image in a pyramidal 
way. The 3x3 mask pattern extracts high-frequency 
component of the image. By considering variation in the 
mask sizes, low frequency feature as well as high fre-
quency feature can be extracted, which may be advanta-
geous to the seabed soil analysis. 
 
C.  Recognition by the subspace method 

  Figure 4 shows the concept of the subspace method 
[11]. The subspace method is a method of class 
discrimination. The proposed method classifies the 
seabed sediments by the subspace method, in which each 
class of the seabed sediment has its own subspace and an 
unknown image is classified into one of those subspaces 
by a distance measure. Each class is learning the 
subspace of low-dimensional representation of the class. 
By determining the unknown patterns are to be 
approximated best in each subspace, to identify the class 
of unknown pattern. 
  Given N learning images of a sediment, the HLAC 
feature vectors xi (i=1,2,…,N)  are calculated from them. 
The covariance matrix C defined by Eq.(4) is calculated 
using the feature vectors. Here  is an average vector 
of xi . 

N

i

T
iiN

C
1

1 xx      (4) 

  Eigenvalues i  and corresponding eigenvectors iu   

are calculated from the covariance matrix. We arrange 
the eigenvalues in the descending order. Compression of 
the feature space is done using the accumulated contribu-

tion ratio K  ( NK ) defined by 
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Here N is the number of dimension. We choose K eigen-

vectors Kuu ,,1 , where K is the minimum value sat-

isfying K . Here  is a threshold determined 

experimentally. These K eigenvalues make a subspace.  

  If we denote ),,( 1 KK uuU , the projection matrix 

is expressed as T
KK UU . Then the distance d between an 

unknown feature vector x and the subspace defined by 

KU  is given by 

      xUUxxx T
KK

TTd .           (6) 

 
The value d is the index for the classification in the pro-
posed method.  
  If there are M kinds of seabed sediments, we define M 
subspaces. Given an unknown vector, the distances dm to 
a sediment class m (m=1,2,...,M) are examined to find the 
minimum value. In case the unknown vector does not 
belong to any class, it is rejected. The rejection occurs if 
the minimum distance exceeds a certain threshold, or the 
following inequality holds with respect to any m and a 
given threshold ; 
 

       
xx

xUUx
T

T
KmKm

T

K

,,min .        (7) 

 
where Um,K defines the subspace of the sediment class m 
and x is an unknown vector. 
 

3. Experimental results 
 
A.  Experimental setup 
  For the experiments, we used side-scan sonar images 
obtained in actual environments. Two sites were used for 
exploration; a muddy seabed and a sandy seabed. After 
lowering the sonar device into the water from the stern of 
the research vessel, we explored the area about 2000 me-
ters wide and 2,000 meters long, and obtained sound im-
ages of the seabed. The water within the scope of the 
exploration was about 40 meters deep. The area was in  

Table 1. Specifications of the sonar 
 
 
 
 
 
 
 
 
 
 
spected by adjusting the sonar’s towing depth to a 
setinterval of 15 meters from the sea surface. The total 
navigation time was approximately 8 hours. Table 1 
shows the specifications of the used side-scan sonar. The 
acoustic reflectance is decided by the quality of the bot-
tom of the range scanned by a side scan sonar. 
  The rock and the gravel reflectance is higher than sand 
and mud, and is bright on the side scan sonar record. 
Furthermore, the shape of the individual components of 
such materials has a large influence on the reflectance 
and strength of backscattering. Similarly, the seafloor 
topography is a factor to decide acoustic reflectance. As-
suming that the terrain the sonar unit is facing is a plane 
view, if an incidence angle of the irradiated sound to a 
plane seabed becomes larger, the reflected sound wave 
becomes brighter on the record. On the contrary, return 
values become extremely weak when the incidence angle 
becomes smaller than 45 degrees. Therefore we limit the 
angle of the sound wave irradiation by a side scan sonar 
up to 45 degrees in this study. Figure 5 shows change of 
the signal strength by the acoustic irradiation degree. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The reflection intensity by irradiation angle.
 
 

Frequency 340 kHz

Horizontal beamwidth 0.9 deg

Vertical beamwidth 60 deg

Range resolution 10 cm

Max operating depth 100 m

Max cable length 200+ m

Materials Stainless steel, PVC and Polyurethane

Basic performance
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   Mud      Sand      Gravel     Rock 

Fig. 6. Categories of seabed sediment images 
 
B.  Result of classification 
  In this study, we performed classification of four kinds 
of representative sediments, namely mud, sand, gravel 
and rock from the sound images of the side scan sonar 
obtained from a real seabed environment. In addition, we 
examined the relationship of classification rate and the 
size of the window for the HLAC features calculation on 
the image. Examples of the seabed sediments are shown 
in Figure 6. We separated a classification domain into 
four types of mesh regions (each having 12x12, 24x24, 
36x36, 48x48 pixels) and calculated the feature vector at 
each region to classify it. The classification rate is de-
fined by the following; 
 

regions divided  theAll
regions classifiedCorrectly ratetion Classifica

 
(8) 

 
  We prepared for 100 images with each of the four sizes 
of windows (12x12, 24x24, 36x36, 48x48 pixels) of four 
kinds of sediments (the mud, sand, gravel and rock) to 
make an image database. The prepared images therefore 
amounts to 1,600. The computer used for the calculation 
has 4 GB memory and a 2.66 GHz Intel Core 2 Duo pro-
cessor. Table 2 shows the classification rate with each 
sediment in relation to the size of the mesh region. As 
shown in the table, the sand region gave the highest clas-
sification rate, 90.2%. This may be because the sand re-
gion spreads uniformly and it gives high reflectance of 
the acoustic wave, resulting in a high contrast ultrasound 
images. The low classification rate of gravel and rock 
regions may come from the fact that gravels and rocks 
often exist on a sand and those regions do not always 
contain only gravels or rocks. The result of the classifica-
tion with respect to the dimension of the subspace is as 
well given in Figure 7. The mesh region with 36x36 pix-
els achieved the highest classification rate.  

Figure 8 shows the overall classification result of the 
seabed sound image by the proposed method. The very 
fine mud region of the grain form is shown by green. The 
sand region is yellow, the gravel region is red and the 
rock region is shown with blue. Under the investigation 

ship, as the transmission pulse from a side scan sonar is 
emitted almost vertically to the seabed, the shadow of the 
sound wave is hard to be made, and there occurs a blank 
part called a water column. It is a blank area of both sides 
of the black line in Figure 8. Other blank areas are those 
where acquisition of seabed images is difficult because of 
weak reflection intensity of the sound wave. This water 
column part is a seawater part between the main body of 
the sonar and the bottom of the sea, and the seabed sedi-
ments cannot be classified. On the other hand, we were 
able to classify the domains where the reflection strength 
was relatively weak because of smaller (less than 45 de-
grees) incidence angles of the sound wave.  
  Although misclassification occurred sometimes, we 
judge that the result approached well the classification by 
the sea chart based on a geological background, because 
the classified regions distribute uniformly as well as con-
tinuously. 
 
Table 2. Relation of the classification rate with each 
seabed sediment and the size of the mesh region along 
with the value K giving the maximum classification 
rate. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Results of the classification. The abscissa is the 
dimension of the subspaces and the ordinate is the 
classification rate. A graph is shown with every size of 
the mesh region. 

12 x 12 24 x 24 36 x 36 48 x 48 pixels
Subspace dimension K 15 17 25 24
Mud region 54.4 71.3 76.1 76.9
Sand region 59.9 78.7 90.2 88.2
Gravel region 41.6 51.9 52.7 53.9
Rock region 39.5 40.7 42.3 40.6
Average rate 48.9 60.7 65.3 64.9

[ % ]
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Fig. 8. Visual display of the result of the classifica-
tion: The mud region is shown by green, the sand re-
gion yellow, the gravel region red and the rock region 
blue. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Costal chart in the study area. 
 
 
Table 3. Comparison of classification rate with other 
methods and proposed method 

 
 
 
 
 

 
4. Discussion 

 
  Although ground-truth data are necessary for determi-
nation of classification precision, it is actually difficult in 
the seabed sediments classification. Therefore we used 
the chart of the Japan Hydrographic Association (JHA) 
which classifies seabed sediments based on a geological 
background in order to evaluate the experimental results. 
Figure 9 shows the chart by JHA of the study area.  
  As shown in Figure 7, the larger the mesh region is, 
the better the classification result is. This is because a 
smaller size of image reduces the amount of information. 
Since there is hardly difference between the case with 
36x36 pixels and with 48x48 pixels, the most suitable 
domain is 36x36 pixels, in which case the best classifica-
tion rate was 65.3%. Since the HLAC feature is an inte-
gral feature, a larger region may decrease difference of 
the HLAC feature among the set regions. Therefore, we 
consider that there is a region of the optimal size with the 
recognition area. 
  We performed some other kinds of texture feature ex-
traction to evaluate the proposed method. We examined 
the feature of gray level co-occurrence matrix and the 
LBP used widely in texture analysis for the comparison 
with the HLAC feature. In the texture feature extraction 
by the gray level co-occurrence matrix, we used entropy, 
local homogeneity, moment, contrast at angles ( =0, 45, 
90, 135) and distance (d=1). The LBP is a method of 
comparing the gray value of a pixel with its 8-neighbors 
and expresses large or small by 1 or 0 to make a 8-bit 
binary number. Table 3 compares the classification rate 
in the entire study area between the proposed method and 
the other methods. The classification by LBP was the 
lowest and 31.2%. The reason for this may be that the 
LBP compresses the original image into a 256 level gra-
dation image regardless of the actual gradation of the 
original, and the information on small shadow difference 
of mud and sand in the original image is lost by the nor-
malization. Table 3 shows that the proposed method 
achieved the best classification rate in comparison with 
two other methods.  
  The classification rate of 65.3% is not very high. It is, 
however, a reasonable result, if we consider that there is 
hardly clear borders among the seabed sediments. We 
may also add that, to the best of our knowledge, this is 
the first practical result on automatic seabed sediments 
classification. The fact that the classification rate 
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achieved about 90% with the sand region suggests further 
possible improvement of the proposed method.  
  There were not a few false-classification and 
false-reject between mud and sand, and sand and gravel. 
One of the main reasons for this misjudgment is that the 
sound images obtained from the border between mud and 
sand, for example, contained both of the sediments. 
Larger number of training images on the sediment bor-
ders may be necessary to solve this difficulty.  
  

5.Conclusion 
 
  In this paper, we proposed a method of classifying 
seabed sediments using ultrasound images provided by a 
side scan sonar. The proposed method classifies the sea-
bed sediments using Higher-order Local Auto-correlation 
feature and the subspace method. It has been confirmed 
throughout various experiments of texture classification 
that the HLAC feature is effective in classifying seabed 
sediments from their ultrasound images, though the clas-
sification precision depends on the size of a texture re-
gion. Since calculation of the HLAC feature is simple, 
high-speed operation is possible by hardware. From this 
fact, the proposed method is a highly practical and useful 
method.  
  In order to improve the precision of the classification, 
accumulation of sample data used as training data is nec-
essary. Exact classification of the region on the border of 
the seabed sediments is also a future problem to be 
solved. 
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