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In this paper, we present a novel approach to saliency detection. The method we propose here aims at synthesizing 
common knowledge of saliency in an image. We define a visually salient region with following two parameters; the 
spatial redundancy and its local appearance. The former is its probability of occurrence within the image, which is a 
quantification of the “rarity” of the concerned region, whereas the latter defines how much information is contained 
within the region, and it can be quantified using the entropy.  By combining the global spatial redundancy measure 
and local entropy, we can achieve a simple, yet robust measure. We evaluated and compared it to Itti’s and the spectral 
residual methods, and it has shown a significant improvement of performance. 

 

 

1. Introduction     

  

 In the last decade, the increasing rate of computational 

abilities of processors gave rise to the interest in computer 

vision applications and algorithms. More specifically, there has 

been a considerable amount of researches on object recognition.  

It is believed that the human biological vision architecture has 

the early stage of “attention”. In which the background or clutter 

is discarded without the need to an exhaustive scan of the scene, 

which is the motivation driving many researchers to model the 

visual attention.  

2. Related works 

 

 This work consists of an automatic salient region 

extraction algorithm. The goal is to detect the most salient 

regions efficiently to produce a minimal data input to an object 

recognition algorithm. The latter ones suffering usually from 

time constraints for real-time applications, and a high level of 

false positives: limiting the search region, will help in solving 

those issues [1]. 

 The existing frameworks can be mainly sorted into two 

major categories: local and global. Bottom-up or local 

approaches are feature based, concerned with the local 

appearance of images. For example, Itti and Koch [4] tried to 

recreate the biological early attention mechanism using several 

feature maps (color, orientation, luminance…etc.).   It has 

shown promise in image compression applications.  

 Within the same category, Hou and Zhang[6] presented a 

purely frequency based model using the spectral representation 

of images.  In [2][3][5] and [7], saliency is defined in terms of 

local Shannon’s information maximization principles. In [2], it 

                                                                 
 †1 †2 †3†4 Kyushu Institute of Technology, Kitakyushu, Japan 

 †5 Japan University of Economics, Tokyo, Japan 

is proposed that using locally salient features at salient scales 

from a pair of images would make it possible to estimate the 

global transform between them.  

 Global approaches, attempt to locate the “special” 

patches: Seo [8] used regions self-similarity based on a 

regression kernel. Goferman et al. [9] presented a multi-scale 

salient object detector using distance computation between 

different image patches to extract the surrounding region of the 

object of interest. It has shown good prospects in image 

retargeting and image collage creation. 

3. Saliency Model 

 

 The method we propose here aims at synthesizing the 

common knowledge about what can be defined as salient in an 

image. For this, we define a visually salient region with the 

following two parameters:  

1- Its probability of occurrence within an image (i.e. 

redundancy) which is a quantification of the “rarity” of the 

 

 

Fig.1. Simple diagram for the biological human vision flow 
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concerned region within the image. 

 2- Its local appearance:  which defines how much information 

is contained within the region, and it can be quantified using 

entropy. A salient region should contain a high level of 

information concentration.   

3.1 Spatial redundancy 

 

 In the first part, we quantify the rarity of a patch within 

an image by finding how close it is to the other patches in the 

image. In theory, it is assumed that a patch in an image can be 

reproduced in another part of the image, which makes it less 

salient. But in practice, due to noise, view and lighting condition 

changes, direct comparison of the patches results in a not very 

accurate estimation of that difference. 

 For a better estimation of the color or appearance 

distance between two – different- regions and   - supposedly 

similar- , we model the noise as an independent Gaussian 

process with zero-mean and a variance. The global measure, 

when region   is compared to N other regions, becomes the 

following; 
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Here 
iR

SS is the spatial saliency of the region iR . ),( kRiRD is a 

distance function that depends on what space our image is being 

considered.  If we consider, like some other researchers did, 

[9][10], direct Euclidean distance between patches, the 

inaccuracy occurs due to the shift between patches that might be 

similar but will give raise to a high distance. In our case, we will 

compare the probability density functions of each patch, in 

different spaces (Gray-RGB-L*a*b or HSV). We also include 

the spatial distance between iR with respect to the original 

region (See Eq.(3)). This is to penalize the effect of far patches, 

even if they might be similar. The following table summarizes 

that effect: 

3.2 Local appearance 

 

 According to Shannon’s information theory, 

“Information” in a signal can be computed using the entropy of 

the signal in a certain time or space location. As mentioned 

previously, the local complexity of a region determines how 

much it “pops-out” within an image. Including the entropy 

measure eliminates the homogenous backgrounds and areas 

even if they are “rare”.   In Fig. 2, we can see that the more 

complex is the area, the more spread is the histogram which 

leads to higher entropy.  

 

We use the following equation to estimate the entropy of each 

region: 
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iR Represents the local neighborhood around pixel i. 

Here H is the entropy of the region iR . 
iRvp , is the Probability 

Density Function of the area iR . 

In our framework, the value of the entropy of a region is used as 

another parameter in the whole formula, as opposed to a 

candidate selection process as stated in [3]. 

 

 Finally, we combine both the spatial redundancy and the 

local appearance measures expressed in equations (1) and (2) 

into a single saliency value Si with which we generate a saliency 

map: 
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Here, kid  is a Normalized Spatial distance between regions i 

and k. 

 

 

 

 

 

 

Fig.2. Different histogram distributions 

 

Table.1.Saliency proportionality to spatial and 

  color distance 
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4. Experimental results and evaluation 

 

 The dataset used to evaluate the proposed method is a 

popular dataset used in [10] and [6]. It consists of 62 natural 

images labeled by 4 different humans as salient or non-salient 

regions. 

 Also, instead of selecting a specific threshold like in [3] 

and [9], we evaluate our method using a precision versus recall 

curve. This measure shows how discriminatory each method is, 

rather than randomly setting a cut-off threshold which can be 

over fitting the test data without giving a general overview of 

the performance.  

 The method that we propose is parametric: it depends on 

the region size and shape, on the choice of the color space, and 

also, the Gaussian process’s standard deviation. By varying each 

parameter, we try to assess their mutual correlation and the 

optimal operating configuration.  

 Fig. 3 shows the performance comparison when varying 

the window size and the standard deviation. We can see that the 

performance does not depend on the size of selected windows, 

but there is a correlation between the size of the patches and the 

standard deviation. The smallest the window is, the faster the 

performance peaks, and remains almost stable. 

 This is due to the fact that, when we choose a Gaussian 

distribution approaching the size of the window, the standard 

deviation value acts as a normalization factor, and the distance 

(color distance) between different patches becomes normalized 

throughout the whole image. 

 Fig. 4 shows the performance comparison between the 

proposed method and two other popular methods: Itti’s method 

[4] and  Hou [6] method.  

 

 

 

 

Fig.3. Precision versus recall curves when 

varying W and   

 

 

Fig.4. performance comparison with [4] and [6] 
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 We can see that our approach outperforms those classical 

methods due to the combination of both local and global 

characteristics.  

 Also, the use of probability density functions to compare 

the patches makes up for the shift and illumination differences 

that may occur when comparing two different patches.  

 The entropy measure participates greatly in eliminating 

false positives occurring in natural images. The uniform areas 

have very sharp histograms, leading to low entropy, but in some 

cases, the patch random selection when computing the color 

distance might result erroneously in a high spatial 

non-redundancy value, which is when the low entropy will 

balance the whole saliency formula. 

 In Fig.5 we show examples of extracted objects using our 

method. In Fig.6 we generate a saliency map using our method 

and compare it to other methods saliency maps. We see clearly 

that the use of the entropy quiets down uniform areas, but the 

spatial redundancy keeps the objects integrity even if the 

entropy is low in these areas. 

  

 

 

 

5. Conclusion and future work 

 

 In this paper, we introduced a new global-local saliency 

measure. The results outperform classical methods, and also, the 

simplicity of method gives it a good prospect to be introduced in 

the already existing object detection algorithms, either by 

directly eliminating non salient regions according to a certain 

pre-set threshold, or, depending on the time constraint and the 

frame rate of the application, directly using the saliency map as 

a probability map. 

 Saliency remains a very subjective principle, there are 

still no established rules on what is salient and why as the 

existing labeled databases are labeled by humans. It remains 

also application dependent. Despite these facts, we could mimic 

the human attention model, and this method can have a very 

wide range of application. For example, artistic collages, or 

“special” and “abnormal” pattern detection, using the motion 

vector field of a scene; the special motions can be extracted. 

Also, an industrial application can be detecting special shaped 

components, different than the others, with no need to previous 

knowledge about the desired pattern.  

 

 

Fig.5. Extracted objects (first row) and their respective input and ground truth images (second and last row). 
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 As future prospects, an automatic way to select the 

threshold and window selection methods should be explored. 

Other noise models can be tested. But also, the challenge 

remains to define saliency formally and benchmark databases 

thoroughly, and to include the saliency algorithms as a first 

vision step in other computer vision application. 
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