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SUMMARY  With the emergence of bandwidth-greedy application ser-
vices, high-speed transport protocols are expected to effectively and ag-
gressively use large amounts of bandwidth in current broadband and mul-
timedia networks. However, when high-speed transport protocols compete
with other standard TCP flows, they can occupy most of the available band-
width leading to disruption of service. To deploy high-speed transport pro-
tocols on the Internet, such unfair situations must be improved. In this
paper, therefore, we propose a method to improve fairness, called Kyushu-
TCP (KTCP), which introduces a non-aggressive period in the congestion
avoidance phase to give other standard TCP flows more chances of increas-
ing their transmission rates. This method improves fairness in terms of
the throughput by estimating the stably available bandwidth-delay product
and adjusting its transmission rate based on this estimation. We show the
effectiveness of the proposed method through simulations.

key words: high-speed transmission control protocol, fairness, congestion
control, and elephant flow

1. Introduction

Recently, the Internet has rapidly evolved into broadband
and multimedia networks. Despite growth, standard Trans-
mission Control Protocol (TCP) [1] is still employed as the
standard transport protocol. However, as the capacity of net-
work links has grown and bandwidth-greedy application ser-
vices have emerged, such as peer-to-peer (P2P) file sharing,
grid computing, and network storage systems, standard TCP
cannot perform well within the Internet. In particular, stan-
dard TCP cannot effectively use the large bandwidth avail-
able in such networks because of its congestion avoidance
algorithm. Therefore, a wide variety of high-speed transport
protocols designed to aggressively increase their throughput
have been developed and evaluated through computer simu-
lations and test-bed experiments [2]—[4].

Manuscript received September 15, 2009.
Manuscript revised December 28, 2009.

"The authors are with the Dept. of Information and Media En-
gineering, University of Kitakyushu, Kitakyushu-shi, 808-0135
Japan.

"'The author is with Kyushu Electric Power Company, Inc.,
Fukuoka-shi, 810-8720 Japan.
T"The authors are with Network Design Research Center,
Kyushu Institute of Technology, lizuka-shi, 820-8502 Japan.

*An earlier version of this work was presented at PacRim2009,

Aug. 2009.
a) E-mail: coolwind @net.is.env.kitakyu-u.ac.jp
b) E-mail: koga@net.is.env.kitakyu-u.ac.jp
¢) E-mail: katsushi_kouyama@kyuden.co.jp
d) E-mail: shimamura@ndrc.kyutech.ac.jp
e) E-mail: kuma@ndrc.kyutech.ac.jp
f) E-mail: tsuru@ndrc.kyutech.ac.jp
DOI: 10.1587/transcom.E93.B.1104

However, high-speed transport protocols also still have
significant problems regarding the unfairness of throughput
performance with competing flows. When high-speed trans-
port protocols compete with other standard TCP flows, they
occupy most of the available bandwidth because they ag-
gressively increase their congestion window size (cwnd) and
non-aggressively decrease it. Furthermore, if these aggres-
sive protocols are applied to bandwidth-greedy applications
such as P2P file sharing applications, they significantly de-
grade the quality of services. In particular, versus aggressive
protocols, standard TCP will be prevented from increasing
its cwnd, and this problem leads to the disruption of service.

To deploy high-speed transport protocols on the Inter-
net, the unfair bandwidth usage mentioned above must be
improved. In particular, we focus on the unfairness prob-
lem between high-speed and standard TCP flows with same
round-trip time (RTT) rather than RTT-fairness issues that
short RTT flows receive more bandwidth than longer ones
[4]. To alleviate such unfairness, standard TCP must achieve
intrinsic performance even when standard TCP flows com-
pete with other high-speed transport protocol flows. In other
words, high-speed transport protocols must enable compet-
ing standard TCP flows to obtain the same throughput per-
formance as they compete only with standard TCP flows. In
this paper, we use such features as fairness. To improve fair-
ness, high-speed transport protocols should make the non-
congested period longer and give other standard TCP flows
more chances of increasing their cwnd. Namely, high-speed
transport protocols should restrain the increase in their cwnd
during a period of congestion without entirely losing their
aggressiveness. We believe this change should ensure that
other standard TCP flows obtain a large bandwidth.

In this paper, we propose a novel congestion avoid-
ance algorithm called Kyushu-TCP (KTCP) to improve fair-
ness in terms of throughput and maintain high throughput
performance among flows of high-speed transport protocols
and other standard TCP flows. During its congestion avoid-
ance phase, KTCP estimates the stably available bandwidth-
delay product and then adjusts its cwnd based on this esti-
mation. Using this behavior, high-speed transport protocols
applying KTCP allow other standard TCP flows to increase
their throughput, and the frequency of congestion events de-
creases. In addition, standard TCP flows constantly attain
high throughput performance even when they compete with
other, more aggressive protocols. Note that KTCP is an add-
on feature of congestion avoidance mechanisms, meaning
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that KTCP can be combined with any window-based TCP
congestion control variants. We evaluate the effectiveness
of KTCP in terms of fairness through simulations.

The rest of the paper is organized as follows. Section 2
introduces related work on high-speed transport protocols.
Section 3 proposes KTCP and describes its behavior. Sec-
tion 4 presents our simulation model and simulation scenar-
i0s, and Sect. 5 shows and discusses the simulation results.
Section 6 provides a conclusion by briefly summarizing the
main points of the paper.

2. Related Work

As described in Sect. 1, various high-speed transport pro-
tocols with an improved congestion control algorithm have
been proposed. They can aggressively increase their cwnd
and improve their throughput performance. High-speed
transport protocols are classified into loss-based protocols,
delay-based protocols, and hybrid protocols. Loss-based
protocols such as HSTCP [5], Scalable-TCP [6], H-TCP
[7], and CUBIC [8] adjust its cwnd according to packet
loss events similar to standard TCP. Delay-based protocols
such as FAST [9] make use of RTT as a network conges-
tion estimator. Hybrid protocols such as Compound TCP
[10] and TCP-AReno [11] can adaptively switch their con-
gestion control mode or TCP response function according
to the congestion level measurement estimated from RTT.
In this research, we employ HSTCP to apply the KTCP al-
gorithm, since HSTCP uses simple Additive-Increase and
Multiplicative-Decrease (AIMD) algorithm. It helps us to
investigate the impact of KTCP algorithm plainly. CUBIC is
also employed to evaluate the performance of KTCP, which
is one of the protocols focus on the fairness performance.
In this section, we describe a congestion control algorithm
and the aggressiveness of HSTCP which is one of protocols
KTCP is applied to.

HSTCP calculates cwnd differently from the way stan-
dard TCP does. In standard TCP, when a host receives an
acknowledgment (ACK) packet, cwnd is increased by

wee—uw+1l/w,

where w represents the current cwnd in the congestion
avoidance phase. When packet drops occur, cwnd is de-
creased by half, given by

w « 0.5w.

This AIMD strategy constantly increases and decreases
cwnd, hence standard TCP cannot rapidly increase the cwnd
up to a sufficient size on high bandwidth-delay product
links.

To address this issue, two congestion control parame-
ters are introduced in HSTCP to reconsider the simple and
traditional AIMD strategy. One is an increasing parameter
a(w) and the other is a decreasing parameter b(w), which are
determined by the current cwnd w, respectively. In response
to a single ACK packet, HSTCP adjusts its cwnd using these
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two parameters. HSTCP increases its cwnd, given by
w— w+alw)/w,

and decreases its cwnd, given by
w <« (1 —b(w)) w.

Figures 1(a) and 1(b) show a relation between w and a(w)
or b(w), respectively. Note that invariables for determining
a(w) and b(w) are set to their default values described in
Ref. [5]. If w is lower than a threshold W (a default value of
83), HSTCP uses the standard TCP congestion control al-
gorithm. Namely, HSTCP sets a(w) and b(w) to 1 and 0.5,
respectively. If w is higher than W, HSTCP uses a special-
ized algorithm for broadband networks. In this case, as w
increases, HSTCP increases a(w) for increasing its cwnd ag-
gressively and decreases b(w) for decreasing its cwnd non-
aggressively.

The above modification of the congestion avoidance al-
gorithm enables HSTCP to aggressively utilize network re-
sources in broadband networks [12]. However, it causes un-
fairness in terms of throughput performance of HSTCP and
other standard TCP flows because HSTCP suppresses the
increase in throughput of other standard TCP flows [13].

3. Fairness Improvement Method

In this section, we propose KTCP to improve fairness in
terms of throughput of high-speed and standard transport
protocols. The basic idea of the proposed algorithm is to
introduce a non-aggressive state in the congestion avoid-
ance phase to give other standard TCP flows more chances
of increasing their cwnd. If high-speed transport protocols
continue to aggressively increase their cwnd based on their
congestion avoidance algorithm, a burst of packet drops oc-
curs in a short period, and hence other standard transport
protocols cannot increase their cwnd sufficiently. The non-
aggressive state in KTCP enables high-speed transport pro-
tocols to prevent significant fluctuation of the transmission
rate derived from the feature of window-based flow con-
trol. This leads to a steady and fair bandwidth allocation
in the networks. Note that KTCP can be applied to any kind
of high-speed transport protocols employing window-based
flow control.

We next explain the fundamental behavior of KTCP.
Figure 2 illustrates the time-series behavior of the cwnd in
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KTCP. After a congestion event occurs at time ¢1, KTCP
decreases its cwnd based on the original congestion avoid-
ance algorithm and enters the congestion avoidance phase.
In this phase, KTCP increases its cwnd up to the limit of
w2, which is the estimated stably available bandwidth-delay
product in the algorithm described later, and maintains that
value during the non-aggressive period, which starts at time
2 and ends at time £3 in Fig.2. The non-aggressive pe-
riod in the congestion avoidance phase introduced by KTCP
can prevent fluctuation of the transmission rate. This results
in steady throughput and stimulates the throughput perfor-
mance of other standard TCP flows. After that, KTCP con-
trols its cwnd based on the original congestion avoidance
algorithm. KTCP introduces the non-aggressive period only
in the congestion avoidance phase. To achieve such conges-
tion control, KTCP needs functions to estimate the stably
available bandwidth-delay product and to manage the non-
aggressive state.

In the proposed algorithm, we use a reduction ratio
a, ranging from 0.0 to 1.0, to estimate the stably available
bandwidth-delay product, w2, which is given by

w2 =wl Xa, (D)

where wl is the cwnd just before packet drops occur. Since
the transmission rate determined by cwnd wl exceeds the
available bandwidth, we use w2 adjusted by « as the esti-
mation of the stably available bandwidth-delay product. It
is important to determine an appropriate value of a. If « is
too small, KTCP cannot sufficiently increase its cwnd. On
the other hand, if « is too large, KTCP cannot leave ade-
quate bandwidth for other standard TCP flows. Therefore,
we need to determine the appropriate value of @, which is
left as a simulation parameter in this research.

Next, we need to determine the conditions for terminat-
ing the non-aggressive period. The non-aggressive period
affects the throughput performance of high-speed transport
protocols. If the non-aggressive period is too long, high-
speed transport protocols cannot achieve sufficient through-
put performance; if it is too short, the protocols may de-
grade the effectiveness of the proposed algorithm. There-
fore, KTCP needs to maintain the non-aggressive period for
an appropriate length of time based on network conditions.
In this study, the non-aggressive period is terminated when
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the number of transmitted bytes exceeds a threshold without
packet drops. The threshold B of termination is given by

B=T?xuw2, 2

where the variable T, represents the number of times the
fast retransmission is performed, caused by the reception of
three duplicate ACKs without a timeout. Change of T, is
shown in Fig. 3. That is, T, indicates the number of light
congestion events. Equation (2) depends on the intensity
of competition among high-speed and other transport pro-
tocols. Since KTCP employs a power estimation in the
threshold B, although it keeps the first non-aggressive period
short, corresponding to one RTT, KTCP lengthens the non-
aggressive period depending on the increase in the number
of congestion events and keeps it constant.

If congestion occurs again, KTCP should lengthen the
non-aggressive period to restrain its transmission rate; if
no congestion occurs, it should exit the non-aggressive pe-
riod and increase its transmission rate to exploit the avail-
able bandwidth. Consequently, the non-aggressive period
can be adjusted on the basis of network conditions. More-
over, KTCP also terminates the non-aggressive period when
packet drops occur. The occurrence of packet drops means
that its current transmission rate exceeds actual available
bandwidth, so that KTCP should immediately decrease its
transmission rate based on the original congestion avoid-
ance algorithm. Then, KTCP increases its cwnd up to the
limit of the w2 value updated by this packet drop. At that
time, if KTCP enters the slow-start phase, it resets 7., and
then the original congestion control algorithm is performed.

4. Simulation Environment

In this section, we show the simulation environment for
evaluating the performance of the proposed method. We
used VINT network simulator NS version 2 [14] after
adding the proposed method. Figure 4 shows our simulation
model. In this simulation, one or two HSTCP flows compete
with single or multiple SACK flows. To evaluate the fair-
ness, we compare the throughput performance of an HSTCP
flow and the total throughput performance of 20 TCP with
selective acknowledgment option (SACK) [15] flows which
is approximately the same throughput performance as that
of one HSTCP flow as shown in Fig. 5. In addition, CUBIC
is employed as high-speed transport protocols. Note that
HSTCPs and CUBICs, used in our simulations, also employ
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Fig.5  Total throughput of multiple SACK flows.

SACK option.

Sender nodes S5, and S, employing HSTCP, CUBIC,
HSTCP+KTCP or CUBIC+KTCP, which means KTCP is
applied, transmit data to corresponding receiver nodes Ry
and Ry, through gateway nodes GW;| and GW,, respectively.
Similarly, sender nodes S ;; to S 50 employing TCP SACK
transmit data to corresponding receiver nodes Ry to Ry,
respectively. The bottleneck link between gateway nodes
GW, and GW; has a bandwidth of 1Gb/s and a propaga-
tion delay time d between gateway nodes GW; and GW,
ranging from 10 to 200ms. All other links have a band-
width of 10 Gb/s and a propagation delay time of 3 ms. Each
node except the end nodes employs a buffer of 200 packets.
Senders and receivers employ a buffer with infinite capac-
ity to avoid buffer overflows at end nodes. The TCP packet
size is set to 1500bytes. In addition, the parameter « in
KTCP is variably set to 0.70, 0.80, 0.90, and 0.95. KTCP
enters the non-aggressive state when HSTCP uses the spe-
cialized algorithm (i.e., the threshold of HSTCP exceeds W)
described in Sect. 2. In this simulation, HSTCP can perform
the specialized algorithm in all ranges of the propagation
delay time.

Individual simulation experiments run for 300 seconds
each. Note that, for performance evaluation of each flow,
we use “throughput performance” as TCP goodput aver-
aged over time (i.e., from the start time of the flow to the
end of simulation run) and over 10 runs with different ran-
dom seeds. In addition, we use “normalized throughput”
of SACK flows as another evaluation index. Normalized
throughput is calculated by the ratio of the throughput per-
formance of x SACK flows competing with y high-speed
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transport protocol flows and the throughput performance of
x SACK flows competing with other y SACK flows. The
value of 1 means that high-speed transport protocols achieve
good fairness. Each flow randomly starts in the range from
0 to 5 seconds to prevent any global synchronization phe-
nomena of TCP.

5. Simulation Results

In this section, we examine the performance of the pro-
posed method, KTCP, using the following two evaluation
indices. One is fairness in terms of throughput of SACK
and HSTCP or HSTCP+KTCP flows. We investigate the
effect of the non-aggressive state introduced by KTCP. The
other is throughput performance in a situation where mul-
tiple HSTCP or HSTCP+KTCP flows compete with each
other. We investigate the impact of the non-aggressive state
in KTCP on the throughput performance.

5.1 Fairness

In the following subsections, we discuss the impact of the
proposed method on fairness in terms of throughput between
HSTCP and SACK flows as well as CUBIC and SACK
flows. Simulation parameters used in this simulation are the
reduction ratio @ and the number of HSTCP flows.

5.1.1 Impact of Parameter a

In this subsection, we show results in case that an HSTCP or
HSTCP+KTCP flow competes with 20 SACK flows. First,
in Fig.6, we compare the throughput performance of an
HSTCP flow and the total throughput of 20 SACK flows
when d ranges from 10 to 200 ms. Figure 6(a) shows the
throughput performance of SACK flows and HSTCP with-
out KTCP, while Figs. 6(b), 6(c), and 6(d) show that of
SACK flows and HSTCP+KTCP with the parameter « set
to 0.80, 0.90, and 0.95, respectively. From Fig. 6(a), the
original HSTCP without KTCP achieves excellent through-
put, whereas SACK attains poor throughput in a wide range
of d (especially, approximately from 50 to 100 ms). How-
ever, in Figs. 6(b), 6(c), and 6(d), HSTCP+KTCP restrains
its throughput, so that SACK can attain a better through-
put than that in Fig. 6(a). In particular, when the parame-
ter  is 0.90, the difference of throughput performance be-
tween HSTCP and SACK flows decreases compared to the
result of the original HSTCP. In this case, the throughput
performance of SACK flows is approximately equal to that
of HSTCP+KTCP in short propagation delay time d.

To investigate fairness between HSTCP+KTCP and
SACK flows, in Fig.7 we show the normalized through-
put, calculated by the ratio of the throughput performance of
HSTCP+KTCP flows and the total throughput performance
of all flows including HSTCP+KTCP flows. The value 0.5
means each type of flow had a fair share of the available
bandwidth. If « is set to a small value, HSTCP+KTCP
cannot attain enough throughput because it underestimates
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the available bandwidth. On the other hand, if « is set to
a large value, HSTCP+KTCP can attain a high through-
put because SACK cannot work well in high bandwidth-
delay product links. In addition, if d is short such as
10 ms, HSTCP+KTCP with a small value of « attains poor
throughput because congestion events frequently occur and
HSTCP+KTCP lengthens the non-aggressive period based
on large value of 7, and small value of w2. On the other
hand, if d is long such as 100 ms, HSTCP+KTCP with
any values of « attains high throughput because congestion
events rarely occur, hence it decreases the number of times
the non-aggressive state is entered.

Next, we examine fairness of KTCP from the view-
point of SACK flows. In Fig.8, we show the normalized
throughput calculated by the ratio of the intrinsic throughput
performance of 20 SACK flows competing with an HSTCP
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Fig.8 Normalized throughput of SACK flows.

or HSTCP+KTCP flow and the throughput performance of
20 SACK flows competing with another SACK flow. The
higher normalized throughput in case of HSTCP+KTCP
compared to original HSTCP implies that KTCP improves
the throuput performance of SACK flows. When the pa-
rameter « is set to 0.80 or 0.90 in short d, the normalized
throughput of SACK flows becomes high because KTCP
frequently mitigates unnecessary competition. On the other
hand, in long d, the normalized throughput does not increase
compared to case of the original HSTCP because SACK
flows cannot work well in high bandwidth-delay product
links. From Figs.7 and 8, considering the throughput per-
formance of both HSTCP and SACK flows, the appropriate
value of the parameter « is 0.90 in this simulation environ-
ment.

Finally, to investigate how KTCP improves fairness be-
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tween HSTCP and SACK flows, we present the behavior of
HSTCP+KTCP when the parameter « is appropriately set
to 0.90. Figures 9(a) and 9(b) shows the time-series behav-
ior of the total cwnd of 20 SACK flows and the cwnd of
HSTCP or HSTCP flows, respectively. To provide a deeper
understanding, we plot the upper bound of cwnd derived
from a bandwidth-delay product (BDP) and a buffer size of
routers. In Fig. 9(b), after both HSTCP+KTCP and SACK
start the congestion avoidance phase, HSTCP+KTCP en-
ters the non-aggressive period. Then, KTCP lengthens the
non-aggressive period every time packet drops occur. Based
on this behavior, KTCP restrains the aggressive increase of
cwnd in HSTCP. Therefore, SACKs can increase their cwnd
sufficiently so that they can attain a better throughput as re-
sults shown in Figs. 6(b) and 6(c) even if they compete with
HSTCP flows when KTCP is applied.

5.1.2  Impact of Multiple HSTCP Flows

In this subsection, we show the effectiveness of KTCP in
case that multiple HSTCP with or without KTCP flows com-
pete with SACK flows. First, we compare the throuput per-
formance of each of two HSTCP (with or without KTCP)
flows and the total throughput performance of 20 SACK
flows in Fig. 10. The propagation delay time d is varied from
10 to 200 ms.

Figure 10(a) shows the throughput performance of
20 SACK flows and two HSTCP flows without KTCP,

500

HSTCP+KTCP 1 —A—
HSTCP+KTCP 2 —l—

20 SACK —@—
400
Q
o
=
2 300}
[=2]
=1
g
= 200 =
TTe— %
100
0 50 100 150 200

Propagation delay time d [ms]

(b) HSTCP+KTCP: o=0.90

Throughput performance of multiple HSTCP flows and SACK flows.

0.9

ALPHA: 0.80 —A—
ALPHA: 0.90 —l—
0.8 ALPHA: 0.95 —@— |
'g_ non KTCP —&—
< 0.7
(=)
g Nr\
£ 06 /»
el
S o5t
g
5 04
p4
0.3
0.2

0 50 100 150 200
Propagation delay time d [ms]

Fig.11  Normalized throughput of SACK flows competing with multiple
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while Fig. 10(b) shows that of 20 SACK flows and two
HSTCP+KTCP flows with @ set to 0.90. From Fig. 10(a),
each original HSTCP flow attains a high throughput,
whereas SACK flows attain a poor throughput. Moreover,
HSTCP flows obtain too much of the bandwidth, particu-
larly in the range of d from 50 to 150ms. However, in
Fig. 10(b), SACK flows improve in throughput over a wide
range of d. Consequently, KTCP can work well even if mul-
tiple HSTCP flows compete with other standard TCP flows.

Next, we focus on the throughput performance of
SACK flows. In Fig. 11, we show the normalized through-
put obtained by calculating the ratio of the throughput of
SACK flows competing with multiple HSTCP flows and in-
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trinsic throughput of SACK flows competing with another
two SACK flows. When the parameter « is 0.80 or 0.90, the
normalized throughput becomes high compared with that of
SACK flows competing with original HSTCP flows. From
the above results, we show that KTCP can improve fair us-
age among multiple HSTCP and SACK flows.

5.1.3 TImpact on Single SACK Flow

In this subsection, we focus on the effectiveness of KTCP on
a high-speed transport flow competing with single SACK
flow. Figure 12 shows the normalized throughput of a
SACK flow calculated by the ratio of the throughput perfor-
mance of a SACK flow competing with an HSTCP, CUBIC,
HSTCP+KTCP or CUBIC+KTCP flow with « of 0.90 and
the throughput performance of a SACK flow competing with
another SACK flow. From Fig. 12, KTCP can improve fair-
ness of HSTCP as similar to the case where HSTCP flows
compete with multiple SACK flows. Moreover, KTCP can
improve fairness of CUBIC in a wide range of d. In partic-
ular, the improvement of fairness becomes larger in shorter
link delay time. Consequently, KTCP can improve fairness
between a high-speed transport protocol flow and a SACK
flow.

5.2 Throughput

In this section, we show results in case that two HSTCP
or HSTCP+KTCP flows compete each other without SACK
flows. First, we investigate the impact of using KTCP to
the throughput performance of competition between multi-
ple HSTCP flows. KTCP can suppress its own transmission
rate (cwnd) to stimulate other flows by its non-aggressive
period, but it likely degrades its throughput performance.
In this section, to evaluate the throughput performance of
KTCP flows, we consider the following three scenarios:
competition between (1) two HSTCP flows, (2) one HSTCP
and one HSTCP+KTCP flows, and (3) two HSTCP+KTCP
flows. The evaluation index used in this section is the total
throughput and the number of packet drops obtained by two
flows.

Figure 13 shows the total throughput performance of
two HSTCP or HSTCP+KTCP flows. When KTCP is ap-
plied to HSTCP, the total throughput performance can be
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improved as compared with HSTCP flows without KTCP
in a wide range of d. This is because, HSTCP+KTCP can
use the available bandwidth more effectively than original
HSTCP by eliminating the fluctuation of cwnd with the in-
troduction of the non-aggressive state. To investigate this
phenomenon, we show the total number of packet drops in
the same three scenarios in Fig. 14. KTCP can prevent a
burst of packet drops over a wide range of d. Consequently,
KTCP can also improve HSTCPs’ throughput performance.

From the above results, we show that KTCP can main-
tain aggressiveness of HSTCP and use the large available
bandwidth effectively even if two HSTCP flows compete
each other.

6. Conclusion

In this paper, we proposed a novel add-on congestion avoid-
ance mechanism, KTCP, which is intended to apply to high-
speed transport protocols’ congestion avoidance algorithms.
KTCP can adaptively avoid aggressive increments of cwnd
of high-speed transport protocol flows in order to improve
the throughput fairness between those flows and co-existing
standard TCP flows. In addition, KTCP can also mitigate
unnecessary competition between co-existing high-speed
transport protocols and thus decrease unnecessary packet
drops, resulting in an efficient use of a large bandwidth of
the high-speed networks. The main idea of the proposed
algorithm is that KTCP restrains the cwnd of high-speed
transport protocols based on network conditions. On the ba-
sis of this idea, KTCP introduces an non-aggressive state
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into the congsetion avoidance algorithm, and this function
aims to give other standard TCP flows more chances of in-
creasing their cwnd and use much more bandwidth.

Through simulations, we confirmed the effect of the
non-aggressive state on fairness in terms of throughput per-
formance. Specifically, KTCP achieved good fairness re-
gardless of the number of HSTCP flows, especially when
employing the parameter @ = 0.90 in this simulation envi-
ronment. Furthermore, KTCP maintains the aggressiveness
of HSTCP and attains high throughput performance when
HSTCP flows compete with each other.

In future work, we will evaluate the performance of
other high-speed transport protocols when applying KTCP
and will consider a more effective algorithm focused on ap-
propriate determination of the parameters @ and B to im-
prove the response time to reach steady state.
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