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Nonlinear magnetic responses at the phase boundaries around helimagnetic and skyrmion lattice
phases in MnSi: Evaluation of robustness of noncollinear spin texture
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The phase diagram of a cubic chiral magnet MnSi with multiple Dzyaloshinskii-Moriya (DM) vectors as a
function of temperature T and dc magnetic field Hdc was investigated using intensity mapping of the odd-harmonic
responses of ac magnetization (M1ω and M3ω), and the responses at phase boundaries were evaluated according to
a prescription [J. Phys. Soc. Jpn. 84, 104707 (2015)]. By evaluating M3ω/M1ω appearing at phase boundaries, the
robustness of noncollinear spin texture in both the helimagnetic (HM) and the skyrmion lattice (SkL) phases of
MnSi was discussed. The robustness of vortices-type solitonic texture SkL in MnSi is smaller than those of both
the single DM HM and chiral soliton lattice phases of a monoaxial chiral magnet Cr1/3NbS2, and furthermore the
robustness of the multiple DM HM phase in MnSi is smaller than that of its SkL. Through magnetic diagnostics
over the wide T -Hdc range, we found a new paramagnetic (PM) region with ac magnetic hysteresis, where spin
fluctuations have been observed via electrical magnetochiral effect. The anomalies observed in the previous
ultrasonic attenuation measurement correspond to the peak positions of out-of-phase M1ω. The appearance of a
new PM region occurs at a characteristic magnetic field, above which indeed the SkL phase appears. It has us
suppose that the new PM region could be a phase with spin fluctuation like the skyrmion gas phase.

DOI: 10.1103/PhysRevB.97.094411

I. INTRODUCTION

Solitonic features in spin systems, such as isolated do-
mains, kinks, and vortices, have been attractive in the field
of spintronics, and the spin solitonic texture accompanies
noncollinear magnetic texture [1]. In particular, a spin solitonic
object created by the Dzyaloshinskii-Moriya (DM) interaction
originating in the spin-orbit interaction [2,3] is a hot topic.
Quantitative evaluation of the nonlinear phenomena due to
noncollinear spin texture seen there [1] is an important subject
of basic science to utilize the solitonic features in spintronics
devices and understand the concept of nonlinearity in diverse
scientific topics, including liquid crystals. Below, two types of
spin solitonic texture are reviewed.

A one-dimensional (1D) solitonic texture is constructed
in monoaxial chiral magnets such as Cr1/3NbS2 [4]. At zero
dc magnetic field (Hdc), a three-dimensional spin-modulated
structure, called a helimagnetic (HM) structure [Fig. 1(a)],
is stabilized. The magnetization curve for Hdc of arbitrary
strength and direction has been known to be reproduced
with a Heisenberg spin model with DM interactions and
magnetocrystalline anisotropy [5]. In particular, when Hdc is
applied perpendicular to the chiral helical axis, a superlattice
consisting of a 2π -twisting and ferromagnetic (FM) array,
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termed the chiral soliton lattice (CSL) [Fig. 1(b)], is realized.
When this superlattice is viewed from the side of the forced
ferromagnet (FFM) [like Fig. 1(c)], this 2π twisting can be
considered as a type of topological magnetic soliton (TMS).
In this situation, we can change the spin solitonic feature as a
function of Hdc, such that the number of TMSs is manipulated
by the magnitude of Hdc [6].

By contrast, the two-dimensional (2D) solitonic texture
is the skyrmion lattice (SkL) consisting of cylindrical spin
vortices [Fig. 1(d)], which is stabilized in cubic chiral magnets
[7,8]. Theoretical studies in this area began approximately 30
years ago [9–12]. There have been many experimental studies
of MnSi [13,14], Fe0.5Co0.5Si [15], FeGe [16], Cu2OSeO3

[17], and PdFe/Ir(111) [18,19] to date. Historically, the first
observation concerning this subject was the discovery of the
so-called “A phase” of the bulky MnSi crystal in 1977 [20]. It
exists in narrow temperature (T ) and Hdc regions. Indeed, the
SkL phase was observed as a down pocket of magnetization and
magnetic susceptibility in T and Hdc scans (for instance, MnSi
[21], FeGe [22]). Figure 2 shows the T -Hdc phase diagram of
prototype materials such as MnSi and FeGe recognized widely
thus far [21,23]. The T -Hdc regions of HM, conical magnetic
(CM), intermediate (IM), paramagnetic (PM), and SkL phases
were determined by several experimental approaches such as
magnetic susceptibility [21,22], ultrasonic attenuation [24,25],
heat capacity [26,27], and magnetoresistance [28]. The bound-
ary between the FFM (elsewhere termed field-polarized region)
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FIG. 1. Spatial location of spin phase orders: (a) noncollinear
helimagnet, (b) noncollinear chiral soliton lattice (CSL), (c) collinear
ferromagnet, and (d) noncollinear skyrmion lattice (SkL).

and PM regions has not been determined in MnSi via magnetic
measurements. The origin of the green line in the PM region,
obtained by in-phase ac susceptibility (in FeGe) [22], the
ultrasonic attenuation measurements (in MnSi) [24,25], and
heat capacity (in FeGe) [26,27] has not been verified in
previous studies. The precursor phenomena seen there have
also been pointed out via the small angle neutron scattering of
MnSi [29]. Recently, in MnSi, the second harmonic resistivity
reflecting spin fluctuation was observed in a certain region near
the broken green line [28]. Indeed, in the film, a skyrmion gas
(melting state of SkL) has been predicted in the corresponding
region [30]. Thus, the phase diagram concerning HM, CM, IM,
and SkL phases is reliable, whereas there is room for discussion
regarding the stability of SkL including the existence of a
unique anomaly line in the PM phase.

Thus, in both 1D and 2D textures, the TMS becomes
an important object in stabilizing a noncollinear magnetic
structure. Experimentally, neutrons become a promising probe
for detecting the TMSs [29,31,32], while it is also meaningful
to investigate the robustness of the spin phase order against
external magnetic fields using conventional tools.

Indeed, in the aforementioned Cr1/3NbS2, prominent third-
harmonic magnetic responses have already been detected at
the phase (region) boundaries between HM [Fig. 1(a)] and PM
states and between the CSL [Fig. 1(b)] and FFM [like Fig. 1(c)]
states [33]. This third-harmonic response is not restricted to
the spin system, but it has already been observed in tilted
smectic liquid crystals, i.e., chiral smectic phase [34–40]. A
large third-harmonic dielectric response due to the softening
of tilt fluctuation called “soft mode” is also observed in the
smectic liquids with a short-pitched incommensurate helical
structure over several layers [40]. The nonlinear dynamics
reflects the material constants such as spontaneous polarization
and viscosity [40]. Thus, previous studies imply that the third-
harmonic response is related to the formation of domains with
incommensurate helical structure, and it reflects the thermal
fluctuation of the domain formation, namely the softening. This
relationship is surely a common feature in both magnetic and
liquid crystals.
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FIG. 2. (a) T -Hdc phase diagram of B20-type chiral magnets
such as MnSi and FeGe recognized thus far via a series of studies
for bulk crystals [21,23,26]. The description of each phase is HM:
helimagnetic phase, CM: conical magnetic phase, SkL: skyrmion
lattice phase, IM: Intermediate phase, PM: paramagnetic phase,
and FFM: forced ferromagnetic region (elsewhere often termed
field-polarized region). The anomalies in the in-phase ac magnetic
susceptibility (FeGe [22]), ultrasonic attenuation (MnSi [24,25]), and
heat capacity (FeGe [26,27]) measurements were observed near the
broken green line. The second harmonic resistivity in MnSi was
observed in a certain region near the broken green line [28]. In
MnSi, the boundary between FFM and PM has not been determined
experimentally. (b) T -Hdc phase diagram of MnSi determined via the
present study. Here the PM region in (a) is divided into two regions
(i.e., PM1 and PM2).

Given this background, it is fruitful to study the spin phase
coherence related to the 2D TMSs in terms of higher-order
harmonic magnetic responses. In this study, the third-harmonic
magnetic response in MnSi is compared with those of other
helical spin systems in order to semiquantitatively discuss the
robustness of the spin phase order in the SkL. Furthermore,
through the systematical magnetic diagnostics based on a
prescription [41], the T -Hdc diagram will be verified in detail,
and a new magnetic region will be pointed out experimentally.

II. NONLINEAR AC MAGNETIC RESPONSES

Below, let us review a method to evaluate the magnetic
nonlinearity semiquantitatively [41]. The ac magnetic response
Mac under an ac magnetic field Hac = h sin(ωt), where h is the
amplitude of Hac, ω (= 2πf ) is the angular frequency (f is
the frequency), and t is the time, is expanded as

Mac(t) = M1ω sin(ωt + θ1ω) + M2ω sin(2ωt + θ2ω)

+M3ω sin(3ωt + θ3ω) + · · · , (1)
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TABLE I. Typical ac magnetic responses obtained according
to the prescription proposed in Ref. [41]. M1ω and M3ω are the
amplitudes of the first and third harmonic components, respectively.
Hc is a coercive field in the Mac vs Hac profile, and h is the amplitude
of Hac. M ′

1ω and M ′′
1ω are the in-phase and out-of-phase components

of the first harmonic component, respectively. Both γ and η appear
in the Duffing equation of Eq. (2).

Type M3ω/M1ω Hc/h M ′′
1ω/M ′

1ω γ η

1 0 0 0 0 0
2 0 �=0 �=0 �=0 0
3 <0.05 >0.5 �=0 �=0 �=0
4 �0.05 >0.1 �=0 �=0 �=0
5 �0.05 �0.1 ∼0 �=0 �=0

where Mnω (where n is an integer) represents the nth harmonic
component, and θnω (<0) is the phase delay of eachMnω against
Hac. Representative in-phase and out-of-phase components
are as follows: M ′

1ω = M1ω cos θ1ω, M ′′
1ω = −M1ω sin θ1ω, and

M ′
3ω = M3ω cos θ3ω. The anomaly in M3ω appears at any phase

boundary, and reflects the thermal fluctuation of magnetic
domains near the phase transition: For instance, M3ω due to the
formation of long-range magnetic order accompanies a large
phase change against T scanning across the magnetic ordering
temperature (Tc), whereas the glassy M3ω due to magnetic
frustration between magnetic domains does have a small phase
change [42–47]. Thus, the robustness of the spin phase order
can be studied via M3ω.

By associating these ac magnetic responses with a mechan-
ical spring model, M3ω is connected with the nonlinear ηx3

term of the following mechanical nonlinear spring equation
(the so-called Duffing equation) [41]:

d2x

dt2
+ 2γ

dx

dt
+ ω2

0x + ηx3 = F sin ωt, (2)

where x is the position of a material (here, a domain wall)
with a mass m connected to a spring (spring constant k) [48].
In Eq. (2), ω0 = (k/m)1/2. The quantity M3ω/M1ω is called
the Klirr factor, and it represents the ratio of the strain in the
periodic Mac(t) response [41,48]. In a reference study on MnP,
we classified the typical responses into five groups, as shown in
Table I [41]; types 1 and 2 appear for η = 0, and type 1 further
requires γ = 0. As η increases, the types are transformed as
3 → 4 → 5. Note that the ultimate group, type 5, with huge
η, has no ac hysteresis (i.e., the coercive field Hc ≈ 0 in the
Mac vs Hac profile and no M ′′

1ω). Thus, magnetic diagnostics
using mainly M3ω and M ′′

1ω can be valid for a magnetic study of
unique magnetic domains [41,49–54]. In particular, M3ω/M1ω

is closely related to η.
Our present interest is whether we can observe magnetic

nonlinearity due to the SkL formation. First, we confirm the
phase boundary on the T -Hdc phase diagram in a bulk single
crystal of MnSi using M ′

1ω, M ′′
1ω, and M3ω, so that a new

magnetic region will be pointed out in the PM region. Next,
we diagnose the magnetic dynamics near both HM and SkL
phases, and discuss the robustness of the noncollinear spin
texture consisting of topological objects.

III. EXPERIMENTAL PROCEDURE

A single crystal of MnSi was synthesized by a procedure
described elsewhere [55], and the size was approximately
2.4 × 0.6 × 0.6 mm3. The ac magnetic response (Mac) was
observed using a superconducting quantum interference device
(SQUID) magnetometer (Quantum Design Inc.) equipped with
an ac measurement option. The main f of Hac was 10 Hz, and
h was 3.9 Oe. The phase diagram of a bulky single crystal
is known to be almost independent of the direction of Hdc

applied for the crystal axes [21] (indeed, the region of SkL
slightly depends on the direction of Hdc). Herein, both Hac

and Hdc were applied parallel to the [111] direction. There are
two kinds of measurement sequences: (1) the increment of Hdc

at a fixed T after zero-field cooling from the above Tc (Sec.
IV A) and (2) the increment of T at a fixed Hdc after zero-field
cooling from the above Tc (Sec. IV B). The SQUID voltage
proportional to Mac(t) can be obtained by using the SQUID
magnetometer software. The number of the data points in one
period of Mac(t) depends on f . Each Mnω was evaluated by
spectral analysis of the time-dependent SQUID voltage using
software originally developed for Fourier transformations. In
the final step, the existence of each Mnω was confirmed by
comparing the combination of wave forms of prominent Mnω’s
with the observed wave form of SQUID voltage. The series of
ac responses obtained above were diagnosed according to the
prescription described in the literature of Ref. [41].

IV. EXPERIMENTAL RESULTS

A. Scanning as a function of dc magnetic field

To locate two phase boundaries between the HM and
CM phases and between the CM and SkL phases, the re-
sults of scanning Hdc after zero-field cooling are presented.
Figures 3(a)–3(c) show the Hdc dependence of M ′

1ω (a), M ′′
1ω

(b), and M3ω (c) at temperatures ranging from 27.5 to 28.7 K.
As seen in Fig. 3(a), as Hdc increases from zero, M ′

1ω increases
from a finite value (0.85 emu/mol), and, at around 200 Oe,
it tends to saturate in the level of above 1.11 emu/mol. This
behavior corresponds to the spin-flop transition from the HM to
the CM phase. For 28.4–28.7 K, M ′

1ω exhibits a dip at around
Hdc = 1.9 kOe. This dip indicates the T -Hdc region of the
SkL surrounded with the CM phase. At approximately 3.5
kOe, M ′

1ω decreases with increasing Hdc, presenting the feature
of the ferromagnetic-domain formation (the FFM region).
This decrease in M ′

1ω becomes sharp with decreasing T . This
transformation from CM to FFM phases has also been detected
by the ultrasonic attenuation [24,25].

As seen in Fig. 3(b), M ′′
1ω shows two sharp anomalies

at the boundaries between the CM and SkL phases as well
as one distinct cusp at the boundary between the HM and
CM phases. The FFM region for Hdc > 3.8 kOe exhibits a
finite plateau accompanying some energy loss [56]. It is noted
that the aforemention results themselves have already been
reported [21].

Figure 3(c) shows that the magnitude of M3ω exhibits a
minute anomaly at the boundary between the HM and CM
phases. The HM phase of MnSi in zero-field cooling has
multiple domains, as the crystal structure of MnSi has multiple
screw axes [57]. The small M3ω/M1ω ratio of 0.2% level is due
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FIG. 3. Hdc dependence of ac magnetic responses (a) M ′
1ω, (b) M ′′

1ω, and (c) M3ω for one single crystal of MnSi under an ac field with
h = 3.9 Oe and f = 10 Hz. Each figure shows the corresponding intensity map, where the intensity increases as the color changes from blue
to red. The description of each phase has been described in the figure caption of Fig. 2.
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to a nonsingle HM domain structure by multiple DM vectors.
On the other hand, the CM phase has a single domain structure
created by field-induced reorientation of the spin helix [57].
There is a distinct change in the spin orientation between the
HM and CM phases. Furthermore, M3ω also exhibits distinct
anomalies at the level of M3ω/M1ω ∼ 1% at the boundary
between the CM and SkL phases. We note that the later
CM-SkL boundaries exhibit much larger M3ω anomaly than
that at the former HM-CM boundary.

B. Scanning as a function of temperature

Here we present the phase diagram over a wide T range
including the PM region, which was obtained by increasing T

at a fixed Hdc after zero-field cooling. Figure 4 shows the T

dependence of M ′
1ω [(a) and (b)], M ′′

1ω [(c) and (d)], and M3ω

[(e) and (f)] of MnSi for various Hdc values. Figures 4(a), 4(c),
and 4(e) show the results for 26 � T � 35 K, and Figs. 4(b),
4(d), and 4(f) show those enlarged for 28 � T � 30 K.

First, the T dependence at zero Hdc is explained; in the HM
region for T � 28 K, M ′

1ω is almost constant, and it exhibits a
prominent increase at around 29 K. It then exhibits a gradual
decrease with increasing T . At Hdc = 0.5 kOe, the upward
change for 28 < T < 29 K vanishes [see Fig. 4(b)], suggesting
the transformation of the ground state from the HM to the
CM phase. As Hdc increases, the overall changes in M ′

1ω(T )
shift it toward the low-temperature side. In the process, two
new changes appear: (1) A broad hump gradually appears at
around 33 K [see Fig. 4(a)], and (2) a temporary drop appears
for T = 28.4–29.2 K [see Fig. 4(b)]. When f of Hac increases
as 1 → 10 → 100 Hz, the former slightly shifts toward the
high temperature side decreasing the magnitude, as shown in
Fig. 5(a) for Hdc = 4.5 kOe. The latter corresponds to the SkL
phase surrounded with both the CM and IM phases. It is noted
that the aforemention results themselves have already been
reported elsewhere [21].

When these phenomena are observed via the window of
M ′′

1ω, M ′′
1ω presents a broad hump at around 31 K [see Fig. 4(c)]

and a quite sharp anomaly at the phase boundary between the
CM and SkL phases [see Fig. 4(d)]. They correspond to the
aforementioned two changes in M ′

1ω, (1) and (2), respectively.
In particular, the former suggests the existence of a new PM
region (termed PM2 later), whose magnetic dynamics is similar
to that of an FFM region. Indeed, it is difficult to determine the
distinct boundary between FFM and PM2 according to the ac
magnetic responses. As seen in Fig. 5(b), the characteristic
frequency of magnetic dynamics in PM2 is approximately
10 Hz, which is in the same level of typical domain dynamics
[49,52]. The type-2 of magnetic dynamics in PM2 surely
originates from any magnetic domain formation: For instance,
a cylindrical spin vortex (i.e., skyrmion) can be considered to
a kind of domain.

As seen in Figs. 4(e) and 4(f), further observation via the
window of M3ω reveals only a sharp anomaly with a Klirr
factor of approximately 1% at the phase boundary between
the CM and SkL phases. As seen in Fig. 6, this behavior does
not depend on the frequency f (= 1, 10, and 100 Hz) of Hac,
suggesting that the SkL phase has a robust spin order against
ac fields with amplitudes of as much as 4 Oe. However its M3ω

intensity is smaller than M3ω observed in Cr1/3NbS2 with the

monoaxial DM vector [33]. On the other hand, we find no M3ω

response near the boundary between the HM and IM phases in
the T scan. This is because the HM phase is of the multidomain
helix type.

Figures 7(a)–7(c) show two-dimensional intensity maps of
M ′

1ω (a), M ′′
1ω (b), and M3ω (c) at f = 10 Hz, which are made

using the information of Fig. 4. For reference, the anomaly
positions of ultrasonic attenuation observed by Kusaka et al.
[24] are also plotted in all figures. Figures 8(a)–8(c) are
the three-dimensional version of Figs. 7(a)–7(c). Herein we
reconsider the phase diagram of MnSi as a function of T

and Hdc. For the CM phase, M ′
1ω has an almost constant

high intensity, and its intensity is larger in both the HM and
SkL phases. The change from CM to FFM accompanies the
sharp decrease in M ′

1ω, and this phase boundary in Figs. 7(a)
and 8(a) has also been detected by the ultrasonic attenuation as
mentioned above [24,25]. However, the boundary between the
CM and SkL phases, as shown in both M ′′

1ω and M3ω, has sharp
anomalies, suggesting the existence of a prominent border
between two regions. In M ′

1ω, the SkL appears just in a single
pocket. M3ω responds only to the change in magnetic domain
between the CM and SkL phases as seen in Figs. 7(c) and 8(c).
There is no M3ω anomaly between the SkL and IM phases.
Thus, M3ω appears only at the low temperature side of SkL,
and responds to the distinct change in the dimension of spirality
from quasi-1D conical spirality to 2D vortex lattice. It is
interesting that a hole without intensity appears in both the M ′′

1ω

and M3ω responses around the vertex of the parabolic boundary
[21,58,59]. Furthermore, the boundary on the low-temperature
side of the IM phase is sharp, suggesting the existence of
a first-order transition. The IM region may act as a buffer
region for the first-order transition from the PM to the CM
and HM phases. In addition, in Figs. 7(b) and 8(b) we find a
characteristic region with finite M ′′

1ω in the PM region, so that
we distinguish the region named PM2 from the PM1 region
with no M ′′

1ω.
In the measurements of ultrasonic attenuation of MnSi, the

boundaries for CM-FFM, CM-SkL, CM-IM, and IM-PM were
observed [24,25]. Except for the boundaries mentioned above,
an anomaly line was drawn in the PM region, whereas the origin
has not been verified in the previous studies. When compared
with the present results of Figs. 7(b) and 8(b), the uncleared line
of ultrasonic attenuation is consistent with the broad anomaly
of M ′′

1ω. Our data for Hdc > 3.5 kOe are consistent with the re-
sults of Bauer et al. [27]. In the present study we determined an
almost region of a new PM region using the intensity mapping.
Similar anomalies have also been observed in the PM region
of FeGe as an anomaly of in-phase magnetic susceptibility
[22] and a shoulder of specific heat [26], suggesting that some
magnetic entropy remains. Furthermore, the second harmonic
resistivity in MnSi also exhibits significant anomaly reflecting
spin fluctuation near there [28]. Thus, the intensity mapping of
both M ′

1ω and M ′′
1ω perfectly elucidate the boundary between

IM and PM. In particular, M ′′
1ω presents a broad anomaly in

PM over a wide Hdc region. However, at low Hdc’s where SkL
appears, the ultrasonic attenuation cannot distinguish between
the two above. Now, the intensity mapping of M ′′

1ω enables
us to determine a complex PM region termed PM2. Herein,
it is stressed that we paid much attention not to the peak of
M ′′

1ω but the intensity mapping of M ′′
1ω in order to determine
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FIG. 4. Temperature dependence of ac magnetic responses (a) and (b) M ′
1ω, (c) and (d) M ′′

1ω, and (e) and (f) M3ω for MnSi at various Hdc

values under an ac field with h = 3.9 Oe and f = 10 Hz. Both Hdc and Hac are applied along the [111] direction.

a characteristic PM region (PM2). Furthermore, the existence
of PM2 has forced us to reconsider how the SkL is stabilized
at intermediate Hdc’s near the magnetic ordering temperature.

V. DISCUSSION

The 1D solitonic system Cr1/3NbS2 with the monoaxial
DM vector has three well-regulated spin-phase orders such as
HM [Fig. 1(a)], CSL [Fig. 1(b)], and FFM [like Fig. 1(c)].
At Hdc = 0, the transition from the HM to the PM state
accompanies a huge M3ω with a Klirr factor of more than 10%,

and its ac response is classified to type 5 [33]. However, a small
Hdc of a few tens of oersteds makes its M3ω vanish. Above a
critical Hdc, M3ω reappears at the phase boundary between the
CSL and FFM states, and its ac response is classified to type 4.

Below, we compare the dynamical magnetic response in
MnSi with the above-mentioned results for Cr1/3NbS2. In the
T scan, an M3ω response in MnSi was observed not at the
boundary between the SkL and IM phases but at the boundary
between the CM and SkL phases. In the Hdc scan, an M3ω

response also appeared at the border between the HM and
CM phases. Figure 9 shows the change in dynamical magnetic
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FIG. 5. Temperature dependence of ac magnetic responses (a)
M ′

1ω and (b) M ′′
1ω for MnSi at Hdc = 4.5 kOe under an ac field with

h = 3.9 Oe and f = 1-100 Hz. Both Hdc and Hac are applied along
the [111] direction.

response type at six representative Hdc values as a function
of T . First, as shown Fig. 9(a), HM, IM, and PM1 were
stabilized at Hdc < 0.3 kOe, and they all exhibit the type-1
magnetic dynamics. Next, as shown in Fig. 9(b), CM (type
1) appears instead of HM (type 1) at 0.3 < Hdc < 0.8 kOe.
Third, as shown in Fig. 9(c), for 0.8 < Hdc < 1.2 kOe, PM2
(type 2) appears between IM (type 1) and PM1 (type 1).
Furthermore, as shown in Fig. 9(d), for 1.2 < Hdc < 2.1 kOe,
SkL (type 1) appears between CM (type 1) and IM (type 1),
and just at the boundary between CM and SkL, the type-3
response appears sharply. Here the territory of PM2 expands.
Note that the SkL itself exhibits a simple linear response against
Hac, suggesting a magnetically small viscosity phase. And,
as shown in Fig. 9(e), for 2.1 < Hdc < 4.0 kOe, SkL came
cleanly out of CM of Fig. 9(d). Finally, as shown in Fig. 9(f), for
Hdc > 4.0 kOe, IM vanishes, and FFM (type 2) appears instead
of CM. As mentioned above, it is difficult to draw the boundary
between FFM and PM2. Indeed, this boundary seems to be
observed in FeGe by the specific heat measurement [26]. The

FIG. 6. Temperature dependence of ac magnetic responses (a)
M ′

1ω, (b) M ′′
1ω, and (c) M3ω for MnSi at Hdc = 1.5 kOe under an

ac field with h = 3.9 Oe and f = 1, 10, and 100 Hz. Both Hdc and
Hac are applied along the [111] direction.

position with maximum M ′′
1ω in the PM2 region of MnSi has

already been identified by the ultrasonic attenuation [24,25].
Recently, in MnSi, the second harmonic resistivity reflecting
spin fluctuation was observed in a certain region near the
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FIG. 7. Intensity maps of M ′
1ω (a), M ′′

1ω (b), and M3ω (c) for MnSi
under an ac field with h = 3.9 Oe and f = 10 Hz obtained from
T -scanning measurements at a fixed Hdc. The anomalies observed by
the ultrasonic attenuation in the paper of Komatsubara et al. [24] were
plotted using white and red closed squares in all three figures: White
and red data are for the low and high temperature sides of the IM phase,
respectively. In (b), black closed circles present the peak position of
M ′′

1ω and yellow ones present those of the maximal and minimal of
dM ′′

1ω/dT . Purple closed circles present the data position with the
experimentally trustworthy level of M ′′

1ω = 8 × 10−4 emu/mol that
corresponds to approximately 0.1% of the maximum M ′

1ω.

FIG. 8. Three-dimensional Intensity maps of M ′
1ω (a), M ′′

1ω (b),
andM3ω (c) for MnSi under an ac field withh = 3.9 Oe andf = 10 Hz
obtained from T -scanning measurements at a fixed Hdc. The physical
information is consistent with that of Fig. 7.

anomalies of the ultrasonic attenuation [28]. The existence of a
unique region has been noticed as the buildup of strong chiral
fluctuating correlation in the neutron experiment by Pappas
et al. [29]. The above region corresponds to the skyrmion gas
(melting state of SkL) region predicted in the film [30]: There
might be randomly distributed cylindrical spin vortices with
effective mass against the ac magnetic field. It is noted that
SkL appears in a narrow Hdc region surrounded with the border
accompanying prominent M ′′

1ω and M3ω, where one of multiple
DM vectors becomes predominant, resulting in a single domain
structure. When we view the appearance of a series of phases in
the process of increasing Hdc, SkL appears after the appearance
of PM2. It may be related that SkL requires thermal fluctuations
at the finite Hdc [13]: Thermal fluctuation and Hdc should
suppress the stability of the magnetic equilibrium in cubic
chiral magnets. The thermal fluctuation must be sufficient to
stabilize the first-order phase transition, and the necessary Hdc

must be more than the threshold to stabilize PM2 according to
the experimental fact. M3ω observed around the SkL is smaller
than that observed in the monoaxial chiral magnet Cr1/3NbS2,
suggesting that the pinning of the skyrmions with respect to
the crystal lattice is weaker than that of the noncollinear spin
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FIG. 9. Change in dynamical magnetic responses as a function of temperature (T ) at various dc magnetic fields (Hdc’s). The descriptions
to characterize the phase or region have been described in the figure caption of Figs. 2 and 7.

textures in Cr1/3NbS2. It has been known that the SkL is further
stabilized via the microprocessing for the preparation of thin
film [60,61]. However, with the insertion of a defect or disorder
in the bulk crystal, the intrinsic creation of noncollinear spin
texture should be weakened.

Herein, based on the experimental facts of Figs. 2(b)
and 9, we assume an SkL stabilization scenario. First, as Hdc

increases, the HM phase transforms into CM, and finally to
FFM. In PM, there are both PM1 and PM2. Hdc stabilizes PM2
accompanying magnetic hysteresis against Hac instead of PM1.
Next, the IM phase is stabilized at the boundary between the
ordered (HM and CM) and PM (PM1 and PM2) phases via the
thermal fluctuation effect. IM has been known to exhibit all
the characteristics of a Brazovskii transition [21]. Finally, SkL
appears in the low temperature side of IM, and it is stabilized
above the extrapolated Hdc line of the boundary between PM1
and PM2. Thus, SkL requires a magnetic field fluctuation as
well as a thermal fluctuation. Moreover, the former requires
the Hdc level to be enough to stabilize PM2 near the magnetic
ordering temperature.

We discuss which types of system exhibit large nonlinearity
in the ac magnetic response [33,49–53], by using Fig. 10. In a
symmetric helix such as single-element lanthanoid magnets
like Dy [Fig. 10(a)], the competition of exchange interac-
tions brings about the spin helicity. There are many helical
domains with right-handed or left-handed helices separated
by a domain wall. The M3ω response is quite small because
of its local uniformity of spin-phase order, and its anomaly
appears at temperatures where helical pitch changes [51]. The
magnitude of M3ω response of SkL [Fig. 10(c)] is in the same
level of glassy systems [44,49,50], and that of multiple DM

HM [Fig. 10(b)] detected by the Hdc scanning is smaller
than that of SkL: The domain network of SkL with small
pinning to the lattice is uniform. This 2D vortex lattice is
the quasistable state stabilized by both thermal fluctuation and
external Hdc, and there is no uniaxial magnetic anisotropy.
The monoaxial chiral magnet (i.e. single DM HM) [Fig. 10(e)]
exhibits the spatially uniform helical domains along the helical

M3ω/M1ω
10-3 10-110-210-4

(a) Symmetric helimagnet

(a) non-D-M HM 

(d) Chiral soliton lattice 
(CSL)

(c) Skyrmion lattice
SkL)

present work
(c) SkL

Spin glass and cluster glass systems

present work
(b) multi DM HM

(d) CSL
(e) single DM HM

(e) Chiral helimagnet

FIG. 10. Overview of robustness of noncollinear spin textures,
evaluated via the Klirr factor M3ω/M1ω. (a) Symmetric helix in
which two chiralities, such as left-handed and right-handed helicities,
coexist across a domain boundary [51]. Four examples based on
the DM vector are presented: (b) Multiple DM helimagnet (HM)
(present work). (c) Skyrmion lattice (SkL) (2D lattice of spin vor-
tices, present work). (d) Chiral soliton lattice (CSL), a magnetic
superlattice formed in a monoaxial chiral magnet at Hdc [33].
(e) Chiral magnet in which there is only a single type of helicity
such as left-handed or right-handed (single DM HM) [33,52,53]. For
reference, M3ω/M1ω for spin glass and cluster glass systems are also
shown [44,49,50].
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direction. The uniformity of the monoaxial helicity is known
to be physically robust via the Lorentz TEM observations on
Cr1/3NbS2 [6]. Indeed, the nonlinear response of monoaxial
chiral magnets is huge. In the CSL constructed by inserting
the helical domain walls to HM state [Fig. 10(d)], the FM
region increases by increasing Hdc, so that the M3ω response
increases with decreasing the number of domain walls. The
magnitude of M3ω response of CSL is located between SkL
and single DM HM. Thus, defects, disorders, randomness,
domain walls, and so on reduce the uniformity of the chiral
phase coherence. Of course, this idea is adopted to the SkL
phase of MnSi. The aforementioned general defects generate
smaller SkL islands, between which any glassy behavior may
appear due to the competition of any effective anisotropy
vectors of vortex lattices. However, its glassy feature would
be small. Looking from the opposite side, with increasing
uniformity and nonlocality of the chiral phase coherence, the
nonlinearity of the magnetic response increases, resulting in
robust noncollinear spin texture.

VI. CONCLUSION

We verified the phase diagram of the cubic chiral magnet
MnSi as a function of T and Hdc using two- and three-
dimensional intensity mappings of the ac magnetic responses.
In terms of the magnetic dynamics, the vortices lattice of
SkL exhibits a nonlinear magnetic response at the boundary
with the CM phase, where the magnitude is much smaller
than CSL consisting of kink type of topological objects in
the monoaxial chiral magnet Cr1/3NbS2, suggesting that the
spatial rigidity of the spin vortex in the SkL phase is weaker
than that of the monoaxial spin texture in the single DM system.

The HM phase in multiple DM system exhibits a smaller
third-harmonic response than the HM one in the single DM
system. In the T -increasing process, the creation of skyrmions
at the border between CM and SkL phases prominently exhibits
nonlinear magnetic behavior. Furthermore, it is steady even
against the ac magnetic field with high frequency. By contrast,
the annihilation of skyrmions at the border between SkL
and IM phases shows perfect linear behavior, suggesting that
the pinning of skyrmion lattice with respect to the crystal
lattice against heating is weak. In addition to the evaluation
of the noncollinear textures of the SkL phases, by using
the two- and three-dimensional intensity mappings of M ′′

1ω,
we verified a new PM region termed PM2, whose magnetic
dynamics is similar to that of the FFM region. Thus, the
PM2 region originating from any magnetic domain formation
is distinguished from PM1 with a linear ac response, and it
appears in the wide T -Hdc region where the second harmonic
resistivity due to spin fluctuation is observed and the skyrmion
gas phase in the film is predicted.
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