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Abstract—Although countless services can now be accessed
via the Internet, some specific services such as local traffic
conditions and limited-time sale advertisements are strongly
dependent on geographical locations and times. Information of
this type, which is commonly referred to as spatio-temporal
data (STD), is not readily available online. Since the paradigm
of local production and consumption of STDs can be effective
for location-dependent applications, we previously proposed an
STD data retention system that uses vehicular networks to
create a mobile cloud. Unfortunately, effective data retention
is difficult when multiple STDs exist in the same area because
channel interference will result from the increased number of
data transmissions. To resolve this issue, we herein propose an
autonomous data transmission control method based on node
density for multiple STD retention that facilitates a highly reliable
coverage rate while limiting the individual data transmissions for
each STD. Then, through simulations, we show that our proposed
method is effective for simultaneously retaining multiple STDs.

Index Terms—Data Retention, Autonomous Data Transmission
Control, Locally Produced and Consumed of Data

I. INTRODUCTION

Recent advances in machine-to-machine (M2M) and Inter-
net of Things (IoT) technologies have resulted in an explosive
increase in devices with wireless communication interfaces.
In fact, the Organisation for Economic Co-operation and
Development (OECD) has reported that more than 50 billion
units of M2M devices will be in service by 2020 in [1]. In most
current IoT service schemes, service providers (SPs) embed
sensors into everyday objects in order to collect and forward
data to cloud servers or data centers for analysis. Those SP
analysis results are then reprocessed to provide or improve user
services. However, this upsurge in IoT devices has resulted
in prodigious data collection amounts, thus requiring enlarged
data centers equipped with expensive high-performance central
processor units (CPUs) to handle the analyses, as well as large-
capacity data storage systems to retain the collected/analyzed
data. The increased amounts of transmitted data also put heavy
stresses on network traffic processing capabilities.

Another issue of ongoing concern is that data generated
from IoT devices often relate only to the specific locations
and timeframes in which they are generated. Such data, which
include local road traffic and accident information, limited-
time sale advertisements in shopping areas, etc., are referred
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Fig. 1: Overview of data retention system (DRS).

to as spatio-temporal data (STD). However, in addition to
being collected by remote Internet servers for later analysis
and use, such data have strong potential for direct provision to
and use by clients in certain locations. Accordingly, as a local
production and consumption paradigm, we have proposed
a new information infrastructure for IoT devices that uses a
novel network architecture to collect, maintain (retain), and
deliver local STDs without connecting to the Internet [2][3][4].

Previously, we proposed a data retention system (DRS) that
uses vehicular networks for local production and consumption
of STDs [2]. Figure 1 shows the overview of that system.
However, when the STD are retained within a specific area
on vehicular ad-hoc networks (VANETs), channel contention
occurs between InfoHubs if the vehicle density is high and all
vehicles share the same wireless resource. Such contention
results in packet losses and transmission delays that cause
communication quality to deteriorate. On the other hand,
if vehicle density is low, the sparsity of vehicles makes it
difficult to thoroughly disseminate STDs within that area. To
solve these problems, we previously introduced an adaptive
data transmission control method based on DRS node density
and evaluated its effectiveness. However, since this DRS did
not consider cases where multiple information sources exist
simultaneously within the same space, the number of data
transmission increases with the upswing in the number of
STDs within the same specific area, which makes it challeng-
ing to avoid data collisions.

In this paper, we propose an autonomous data transmission
control method for multiple STD retention based on node den-
sity that achieves effective data transmission by predicting the
number of neighboring nodes and the number of data in flight.



Furthermore, to satisfy the different quality requirements of
each STD in terms of the transmission period, the proposed
method uses adaptive data aggregation to provide high cover-
age rates while minimizing data transmissions for each STD.
Finally, using simulations, we show that our proposed method
is effective for retaining multiple STDs.

II. OUR PREVIOUS WORK: DRS FOR SINGLE STD
In this section, we first describe the assumptions and system

requirements behind the DRS and then give an overview of
its adaptive data transmission method.

A. Assumptions and System Requirements
As in the previous study [2], we begin by assuming that the

information source is located at the center of the target area.
Information regarding the target area such as radius R and data
transmission interval d is merged with the data and transmitted
as the STD. This STD is spread throughout the target area
by a network composed of InfoHubs (hereafter referred to
as nodes). The goal is to ensure a user can always retrieve
data transmitted from the information source, in real-time and
passively, regardless of his/her location within the target area.
Note that because the STD is distributed and managed without
using existing infrastructures such as the Internet, the load is
reduced, and data fault tolerance is improved.

As in our previous study [2], the system requirements of
our current proposal define the coverage rate based on the
probability that the user can passively receive data everywhere
within the target area. The coverage rate is expressed as
follows:

Coverage Rate =
SDT

STA
(1)

where SDT denotes the size of target area, and STA denotes
the size of total area in which a user can obtain the data
transmitted from any of the nodes within the transmission
interval.

B. Adaptive Data Transmission Control based on Node Den-
sity

The DRS employs an adaptive transmission control method
in which the transmission probability is dynamically changed
based on the neighboring node density [2]. In this method,
nodes around the target area are classified into two types based
on distance from the center of the target area. The specific
conditions are described below:{

0 ≤ Distance ≤ R+ r : Target Area

Otherwise : no belonging

where Distance denotes the distance between the node and
the target area center. This distance is calculated from Global
Positioning System (GPS) information. r is the wireless com-
munication range. In this method, nodes outside the target area
also cooperate to facilitate effective data retention.

On the other hand, the data are transmitted based on the
following procedure. When a node i receives STD from
another node, it first checks the transmission intervals of
d seconds included in the STD. Then, the node randomly

Fig. 2: Outline of transmission probability decision.

determines the next transmission time in s(i,t) seconds. Note
that the actual transmission time is determined at the start time
of the t-th cycle. The random determination within d seconds
allows the node to avoid data transmission collisions.

Next, each node calculates the number of neighboring nodes
by the number of beacons (including the node ID) that are
transmitted periodically from the neighboring nodes. As shown
in Fig. 2, the number of neighboring nodes n(i,t) is calculated
by using receiving beacons within cycle t − 1. Note that the
processing of probabilistic transmission control can be divided
into the following two cases:

case1 n(i,t−1) ≤ 3:
Transmission probability p(i,t) is set to 1. Since the node’s
own transmission coverage cannot be completely covered by
that of the neighboring nodes, it has to transmit, i.e., p(i,t) is
set to 1.

case2 n(i,t−1) ≥ 4:
p(i,t) is determined based on the number of neighboring nodes
and the number of received data. However, since such high
node density inherently poses transmission collision risks, data
transmission should be limited to the minimum number of
nodes required to maintain the high coverage. Consequently,
in situations where the locations of neighboring nodes are
radically asymmetrical and could become imbalanced, the
transmission coverage may not be complete, even if there are
a large number of neighboring nodes.

To solve these abovementioned problems, we define m(i,t)

as the estimated value of the number of received data during
the t-th cycle and adjust the transmission probability based on
m(i,t), given by

m(i,t) = α ∗ l(i,t−1) + (1− α) ∗m(i,t−1), (2)

where l(i,t−1) is the number of received data in the previous
cycle (actual value) and α is the moving average coefficient.
Furthermore, the node adjusts its transmission probability so
that the number of data transmissions in the t-th cycle becomes
the given target value β.

p(i,t) =


p(i,t−1) +

β−l(i,t−1)

n(i,t−1)+1 (0 < m(i,t) < β)

p(i,t−1) (m(i,t) = β)

p(i,t−1) −
l(i,t−1)−β

n(i,t−1)+1 (m(i,t) > β)

(3)

In this case, the initial value of transmission probability at
the first cycle is set to β

n(i,t−1)+1 . This means the average
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Fig. 3: Calculation timing of data x transmission probability.

transmission probability of all nodes (including itself and a
number of neighboring nodes) is set to control the number of
data transmissions as β. Note that if the value of β−l(i,t−1)

n(i,t−1)+1

or l(i,t−1)−β

n(i,t−1)+1 is less than zero, p(i,t) is set to p(i,t−1), and the

transmission probability range varies from β
n(i,t−1)+1 to 1.

III. OUR PROPOSED METHOD: DRS FOR MULTIPLE STDS

Although the above-mentioned DRS could effectively retain
a single STD because it does not address the possibility of
multiple information sources existing simultaneously within
the same space, data transmissions increase with increases
in the number of STDs. This makes it hard to avoid data
collisions. To counter this problem, we will now describe
our proposed method of extending the DRS to accommodate
multiple STDs.

A. Objective of Aggregating Transmission of STDs

Since a DRS is not set up to retain multiple (different)
STDs, when a node transmits independently for each STD
x (x ∈ X , X indicates data set generated in the target
area), the number of data transmissions increases in proportion
to the number of data. As a result, the number of channel
collisions between the nodes increases and STD retention
becomes difficult. Furthermore, STDs transmitted from each
device (source) have different required qualities such as target
areas and transmission cycles. Therefore, while our proposed
system must ensure efficient data retention, it is also necessary
to consider the required qualities of each data x.

To solve these problems and satisfy the above-mentioned
requirements, we propose a method to adaptively transmit mul-
tiple different data simultaneously. First, data are adaptively
selected for inclusion in a bundle based on the differences
between the transmission cycles for each data, after which
the bundled data are transmitted. This process is intended to
reduce the number of data transmissions in the target space
and improving the coverage ratio for all STDs.

B. Aggregating STD transmissions

In order to aggregate and transmit multiple data with differ-
ent transmission periods, it is first necessary to decide the data
transmission timing. Therefore, we begin by focusing on the
data transmission period dx set for each data x. If a node were
to transmit all the data at one time while following the most
extended transmission period among the stored data, it would
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Fig. 4: Transmission timing.

be impossible to satisfy the data quality requirement within
a short transmission period. For example, suppose that the
node has data a and b with data transmission periods da = 2
and db = 6, respectively. Then, if the node aggregates and
transmits the two data simultaneously on db, the aggregated
data are transmitted every 6 seconds, and thus the coverage
rate of a decreases significantly. On the other hand, if the node
selects the shortest transmission period among the stored data,
the required quality of all data can be satisfied. However, in
this situation, data with an extended transmission period are
transmitted excessively and data collisions increase. Further-
more, it is difficult to control the number of data transmissions
within the transmission period set to β.

Therefore, in our proposed method, a node first determines
the transmission probability of each data p(i,x,t) by using adap-
tive transmission control based on node density, as described in
Section III. Next, the shortest transmission period dmin among
the stored data is set as the reference data transmission period
(Figure 4). As a result, the node transmits data every dmin but
determines the data to be transmitted at that time based on the
probability Padd(x) weighted p(i,x,t) set for each x.

Padd(x) = p(i,x,t) ∗
dmin

dx
. (4)

The weight is for preventing excessive data transmission when
data x is transmitted at dmin intervals. When multiple data are
transmitted at the timing of dmin, the node aggregates the data
and transmits them simultaneously.

IV. PERFORMANCE EVALUATION

In this section, we report on a simulation-based performance
evaluation of our proposed method. To show the effectiveness
of our proposed method, we utilize the naive and individual
methods for comparison purposes. The naive method stipulates
that the transmission probability p(i,x,t) of all nodes in the
simulation area will always be set to 1. The individual method
uses the DRS for single data[2].

A. Simulation Model

We evaluated our proposed method on the Vehicles in
Network (Veins) [9] simulation platform. The Veins plat-
form implements the IEEE 802.11p specification for wireless
communications on OMNeT++ [7] and can simultaneously
generate a VANET mobility model by using the Simulation
of Urban Mobility (SUMO) [8] package.

Figure 5 shows a simulation topology in which a stable
number of neighboring nodes was maintained. In this topology,
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Fig. 6: Simulation results.

rows of vehicles placed at set distances from each other run
alternately from east and west every 200 m. The number of
neighboring nodes was set to 10. Furthermore, the communi-
cation range of the node, R, r, beacon interval, alpha, and β
were set to 300 m, 750 m, 250 m, 1 m, 0.5, and 4, respectively.
To retain multiple data within the target area, we varied the
number of data from 1 to 5. The data IDs were set from a to
e, and their data transmission periods were set to from 5 to
10 s. Note that all data were generated from the same point
and the size of all data was set to 300 bytes. The simulation
time was 300 s, and the number of simulation trials was 10.

B. Simulation Results
Figure 6a shows the average coverage rate of each data in

the steady state. This steady state is the period from 70 to 90
s after the start of the simulation because data retention has
already been completed. From these results, it can be seen that
the proposed method achieved a coverage rate in excess of 99
% for all data, even if the number of data increases. Figure
6b shows the average aggregation rate of each data compared
with the number of transmissions for the independent method
(transmission without aggregation). This result shows that the
probability control provided by our proposed method is useful
because each data is aggregated with values close to dmin

dx
. Fur-

thermore, Figure 6c shows the reduction rate of the proposed

and independent methods in relation to the total number of
transmissions compared with that of the naive method. Since
the independent method calculates the transmission probability
for each data autonomously, there is no reduction effect on the
data increase. On the other hand, since our proposed method
aggregates multiple data prior to transmission, it is possible
to reduce the total number of data transmissions as the data
increases. Finally, Figure 6d shows the average number of data
transmissions in the target area within the period dx. This
result shows how close the number of data transmissions of
each data is to its target value β. From this result, we can
see that the proposed method can approximate the number of
transmissions of each data to the value of β = 4. That is, even
though the number of data increases, the proposed method can
effectively retain each data within the target area.

V. CONCLUSION

In this study, as part of efforts to achieve a “local production
and consumption” paradigm, we proposed an autonomous data
transmission control method for multiple STDs that is based
on node density retention. Through simulations, we clarified
that our proposed method could satisfy the specific quality
requirements of various STDs while maintaining effective data
retention for multiple STDs. In the future, we plan to extend
the proposed method to address other quality issues.
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