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Abstract With the development and the spread of Internet of Things (IoT) tech-
nologies, various types of data are generated for IoT applications anywhere and
anytime. We defined such data that depends heavily on generation time and location
as Spatio-Temporal Data (STD). In the previous works, we have proposed the data
retention system using vehicular networks to achieve the paradigm of “local pro-
duction and consumption of STD.” The system can provide STDs quickly for users
within a specific location by retaining the STD within the area. However, the system
does not consider that each STD has different requirements for the data retention. In
particular, the lifetime of the STD and the diffusion time to the whole area directly
influence to the performance of data retention. Therefore, we propose a dynamic
control of data transmission interval for the data retention system by considering
the requirements. Through the simulation evaluation, we found that our proposed
method can satisfy the requirements of STD and maintain a high coverage rate in
the area.

1 Introduction
With the development of IoT (Internet of Things) technology, numerous IoT devices
and new applications are spreading. The majority of the existing works employ cen-
tralized architecture [1], and computers with high performance CPU and large stor-
age capacity are required to process the enormous application data generated from
IoT devices. Therefore, the current network infrastructure is difficult to cope with
exponentially increasing data traffic.

Some data generated by IoT devices depend on location and time, such as traf-
fic, weather, disaster, and time-limited store advertisement, and such data are re-
ferred to as Spatio-Temporal Data (STD). STDs may not be stored to a remote
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server connected to the Internet, but they may be sufficient to utilize in the loca-
tion. M.Beuchert, et al. [2] proposed the platform which makes easy to manage and
analyze STDs for location-based applications. The paradigm of “local production
and consumption of STD” can solve the problem of current network infrastructure.

H.Teshiba, et al. [3] proposed the data retention system using vehicular network
to achieve the paradigm of “local production and consumption of STD” without us-
ing existing network infrastructure. This system focuses on the vehicle mobility and
the possibility that vehicles are commonly equipped with a high performance CPU
and radio communication I/F. Moreover, the system retains STDs within specific
area and time by utilizing vehicles as relay nodes (InfoHubs) of data diffusion. It
realizes the following three things.

• Collecting and spreading real-time information
• Improving fault tolerance by distributed information management
• Offloading the existing network infrastructure

In addition, the previous works [3][4] proposed the control method of data transmis-
sion probability based on node density to avoid collision of radio communication
between vehicles. This method improved the performance of the retention system.
However, although each STD has different requirements in terms of its diffusion
completion time and its lifetime, the previous methods did not consider these re-
quirements at all. Thus, it could be ineffective data retention.

In this paper, we propose a new method that dynamically controls the data trans-
mission intervals by considering the demands for diffusion completion time. Fur-
thermore, the proposed scheme deletes the STD immediately after its lifetime ex-
pires. The effectiveness of the proposed method is evaluated by simulation experi-
ments.

In section 2, we review related works. In section 3, we describe the STD reten-
tion system proposed in the previous work. Our proposed method is explained in
section 4 and section 5 provides the effectiveness of the proposed method through
simulation experiments. Finally, section 6 is our conclusion and future problems.

2 Related Work
F. Li, et al. [5] discussed the problem of data diffusion and sharing of vehicular net-
work, and proposed a protocol that uses Geocast Routing based on location within
a specific area and sends information from a source to all nodes (Vehicles).

Literature [4][6], Floating Content [7], Locus [8], etc. have been proposed. In
literature [6], a node heading to a retention area is specified by switching navigation
information of each node, and data is effectively transmitted. In the system of Float-
ing Content and Locus, each node has a list of maintaining data, and exchanges the
data list with neighboring nodes. When a node does not have the data, it sends a
transmission request to the neighboring node to get the data. Since whether a node
performs transmission or not is determined by the transmission probability accord-
ing to the distance from the center, data acquisition decreases when the node is far
from the center, and data collision may occur frequently when the node is biased to
near the center.
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In order to solve the problem of the related work, in the literature [3], a STD
retention system was constructed with the aim of periodically transmitting the data
to all receivers existing in the retention area at the set transmission interval using
the broadcast based on the positional information. Then, in the next section, the
technique devised in the construction of the STD retention system is explained.

3 Spatio-Temporal Data Retention System
In this section, we first describe the assumptions, goals and requirements of the sys-
tem. Then, we explain the control method of data transmission probability proposed
in the previous work [4].

3.1 Assumptions
The STD retention system assumes that each node obtains their position using GPS.
Each node broadcasts a beacon containing its own ID at regular intervals. The nodes
also broadcasts the data. We assumed that the data includes the information of the
retention area (center coordinate, retention area radius R) and the data transmission
interval d. Each node determines whether it is located outside or inside the reten-
tion area based on its own position information and the retention area information
included in the data.

3.2 System Objectives and Requirements
The goal of this system is to periodically spread and retain data to the whole reten-
tion area. Therefore, data can be automatically received when the system user enters
the retention area. In addition, the system can reduce server load and improve the
fault tolerance because of distributed management of STDs without using existing
network infrastructure. As a requirement of the system, the Coverage rate is de-
fined. It shows the probability which system users can automatically receive STDs
when entering the retention area.

Coverage Rate =
SDT

STA
. (1)

SDT is the area where can receive data transmitted by nodes within a certain period.
Also, STA is the whole retention area.

The previous work proposed a method of controlling transmission probability
based on node density in order to suppress useless data transmission. Section 3.3
shows this technique.

3.3 A data transmission control based on node density
In this system, the radio coverage, the distance from the center coordinates of the
retention area to nodes are defined as r and Distance, respectively. The transmission
target area is defined as follows.{

0 < Distance ≤ R+ r. : transmission target area
otherwise. : unsent area

(2)
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Fig. 1 Setting data transmission probability

Based on the time when data is received for the first time, data is transmitted period-
ically with the data transmission interval d as one cycle. At this time, data transmis-
sion is performed for some nodes which exist outside the retention area in order to
improve the coverage rate. The actual transmission timing is transmitted according
to the time s(i,t) randomly determined by each node vi (i: a unique ID given to the
node) within d, thereby suppressing the collision of radio channels between nodes.
Next, all nodes transmit beacons containing their node IDs at b [s] intervals. By do-
ing so, it is possible to know the number of neighboring nodes around itself. Based
on the number of neighboring nodes n(i,t) and the number of beacons received in the
t −1 cycle, the transmission probability is set in every t cycle (Fig. 1).

When the number of neighboring nodes is 3 or less, the node sets transmission
probability p(i,t) = 1 in order to transmit data.

When the number of neighboring nodes is 4 or more, p(i,t) is calculated according
to the number of neighboring nodes and the surrounding data transmission status.
This is to prevent excessive data transmission and data collisions. Although litera-
ture [3] shows concrete equations to adjust the data transmission probability, we do
not explain the detailed algorithm in this paper due to the lack of space.

In our work, we use this data transmission probability control based on node
density to maintain the STD retention after the STD diffusion process (our focus) is
completed, as in the literature [3].

3.4 Problems of the previous work
The previous work set the allowable waiting time so that nodes deliver data to users.
In other words, users can receive the data if they wait as long as the allowable
waiting time in the retention area of the data. In the previous work, the allowable
waiting time is set to data transmission interval d of nodes, and the operation was
evaluated. However, the previous work does not assume the concrete constraint of
the allowable waiting time, and does not mention how to set the data transmission
interval.

Some STDs with strict constraints, such as a short lifetime and diffusion com-
pletion time, will be retained as well as other STDs with loose constraints (e.g.
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Fig. 2 Data transmission interval during the retention time

Fig. 3 Random Time Selection(n = 8)

weather or advertising information). For example, they are radio resource informa-
tion including available frequency bands, channel interference information, and so
on. If the transmission interval of STD is longer than its lifetime, the STD cannot be
completely diffused within the area until the expiration of the lifetime (i.e., ineffec-
tive retention), and a user cannot get STDs. Therefore, these STDs need to set the
transmission interval d as 0 < d < (li f etime o f ST Ds).

When handling the STD retention with severe time-constraint, we need to con-
sider the diffusion completion time-aware data transmission. So, we will propose a
method of controlling the data transmission interval in order to satisfy the require-
ment of diffusion completion time, in the next section.

4 Proposed Method
We propose an on-demand transmission interval control method based on short life-
time and diffusion completion time of STD.

4.1 Decision policy of data transmission interval
First, we define the data lifetime as retention time TR. We also define the target
allowable waiting time for the diffusion completion time as Tc100. Since the require-
ments for Tc100 differ depending on the content, the possible range of Tc100 could be
0 < Tc100 ≤ TR. We assume when TR of a STD is short, some users cannot obtain the
STD due to the expiration of TR if Tc100 is set to a large value but less than TR. For
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example, when the available frequency band changes every moment (TR is short),
Tc100 is need to set to a small value. To solve this problem, we also need to consider
the number of neighboring nodes and the size of the retention area for the decision
of initial data transmission for the first Tc100 seconds. If the number of neighboring
nodes are small and the retention area is large, the time required to complete the
data diffusion tends to be large.

In this paper, we define the initial data transmission interval as d f (< d = Tc100)
and propose a decision method (Fig. 2). After Tc100 seconds is over, each node sets
the transmission interval to d = Tc100 in order to reduce the unnecessary data trans-
missions.

4.2 Dynamic decision of initial data transmission interval

4.2.1 Consideration for random waiting time and Hop Count
Assuming that the number of neighboring nodes is n, the number of received data
for d is n. Then, each of nodes first checks the transmission interval d included in
the received data, and randomly decides the transmission timing s(0 < s ≤ d) [s].
Since the average of the random time s is 0.5d, we assume that each of n nodes
re-broadcasts STDs at every intervals of s = d f

n after receiving the STD (Fig. 3).
Furthermore, we define the minimum number of nodes transmitting STD in order to
diffuse STD in all direction as γ . In other words, nodes in all direction can receive
STD after d f

n ∗γ seconds. Therefore, the number of possible hops until the expiration
of the target time Tc100 [s] can be expressed by the following equation.

Tc100
d f
n ∗ γ

=
nTc100

γd f
. (3)

If x [m] is the extended distance of the radius of the data retention area by one data
transmission, we need to set the initial transmission interval d f by following Eq. (4),
while satisfying STD diffusion within the data retention area (Eq. (3)).

x× nTc100

γd f
= R

d f =
n
γ

Tc100 ×
x
R
. (4)

4.2.2 Consideration for expansion of retention area
In this work, we assume that nodes are uniformly located in the retention area. One
hop distance x changes according to location of nodes, so we consider the following
three cases.

1. O case：In the case of Optimistic
2. E case：In the case of Expected value
3. P case：In the case of Pessimistic

First, (1) O case is a state in which a node exists on the edge of the radio coverage
r of some node (Fig. 4). In the case of this node arrangement, since the data is
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Fig. 4 Node placement for O case Fig. 5 Node placement for P case

always spread with the radius of r by one data transmission. As a result, the required
number of hops that can cover the retention area becomes the minimum value. Next,
(2) E case shows that nodes exist uniformly in the radio coverage r. In this case, the
expected distance x becomes 1√

2
r. Finally, (3) P case is defined as the distance r

2 ,
which is smaller than the expected value (Fig. 5). In this case, the required number
of hops becomes twice compared with that of the optimistic case.

The following initial transmission intervals d f s (d f o (O case), d f e (E case), and
d f p (P case)) are determined by following Eq. (5) to satisfy 100% coverage within
Tc100 seconds. 

d f o =
n
γ Tc100 × r

R . (x = r)

d f e =
1√
2

n
γ Tc100 × r

R . (x = 1√
2
r)

d f p =
1
2

n
γ Tc100 × r

R . (x = 1
2 r)

(5)

4.2.3 STD elimination procedure
If the STD retention is maintained after the expiration of its lifetime TR, the STD
wastes the wireless and storage resources. To solve this problem, in our proposed
method, each node checks the start of data transmission (Ts) and the lifetime (TR)
included in the received STD. Then, if Tn −Ts > TR where Tn shows a present time,
the data is discarded, thereby preventing unnecessary data distribution.

5 Simulation Evaluation
In this section, we evaluate the effectiveness of our proposed method by network
simulation. We first show simulation models in section 5.1, and present the sim-
ulation result and discussion in section 5.2. Note that the comparative method is
referred to as the pre method.

5.1 Simulation Models
We evaluate the proposed method using the network simulator OMNeT++, the traf-
fic simulator SUMO, and Veins implemented in IEEE 802.11p. Figure 6 shows the
simulation model. Nodes exist uniformly regardless of location. The lane interval il
is 200 m, the vehicle interval iv is 100 m or 200 m (n = 16 or n = 8) and the speed
of nodes is 40 km/h. Vehicles appear intermittently and are set to maintain any ve-
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Fig. 6 Simulation model

Table 1 Initial transmission interval by number of neighboring node d f [s]

O case E case P case pre method

n = 8 1.000 0.7071 0.5000 5.000

n = 16 2.000 1.4142 1.000 5.000

hicle density, and the traveling direction of the nodes alternates between right and
left. Moreover, we set the radio range r to 300 m. A beacon transmission interval
was set to 1 s, a coefficient for moving average α = 0.5, the target number of data
transmissions in the t-th cycle γ is 4. Furthermore, retention radius R of all data, a
retention time TR, and Tc100 is set to 600 m, 4 s, 1 s, respectively. In this simulation,
the nodes transmit 10 data at 0.5 second intervals and they retain the data within the
retention area. 10 data are sequentially transmitted from the transmission node at
5.5 second intervals, and are accumulated. The packet size of data is 300 bytes.

In this case, the number of neighboring nodes is set to n≥ 8, and we set the initial
transmission intervals of d f o, d f e, and d f p according to Table 1. As in literature
[3], we set the transmission interval d of pre method to 5 s. We evaluate our pro-
posed method from the viewpoint of coverage rate (Eq. (1)) and the average number
of transmissions from 0 to Tc100.

5.2 Simulation results and discussions
Figures 7 and 8 show that the coverage rate is varied with the time series when the
number of neighboring nodes is set to 8 and 16, respectively. From these results, the
pre method tends to increase the coverage rate as the number of neighboring nodes
increases, but the coverage rate of pre method at n = 8 and n = 16 becomes 46.87%
and 61.73% at the Tc100, respectively. This is because the transmission interval d
is set to 5 s (d = 5 is longer than Tc100). Thus, the initial transmission interval d f
should be set at 0 < d f < Tc100. The coverage rate of pre method approaches up to
100% at the time of 5 seconds. However, since the retention time of the STD (TR) is
4 s, it can be said that data transmission after TR is out of demand.

On the other hand, the expected values of d f o, d f e and d f p show high cov-
erage rate at Tc100. However, for O case, the coverage rate decreases to 94.34%
when n=16 although the coverage rate is 99.78% when n=8. Because the expected
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Fig. 7 Coverage rate (n = 8) Fig. 8 Coverage rate (n = 16)

Fig. 9 Average number of data trans-
missions by method Fig. 10 Time variation of data transmission

value of distance from the center of retention area to first gamma nodes transmit-
ting data approaches 1√

2
r (E case) as the number of neighboring nodes increases.

In other words, the data transmission interval to satisfy the requirement of Tc100 be-
comes shorter than O case (d f o) assumed that first γ nodes exist on r [m] from the
center of retention area. Next, the coverage rate at d f e was maximum 100% and
minimum 99.75%, and the coverage rate at d f p was maximum 100% and mini-
mum 99.99%. This indicates that the coverage rate achieved over 99% regardless of
the number of neighboring nodes. It can be seen that the coverage increases as the
initial transmission interval decreases. In other words, it indicates that the trend is
d f o > d f e > d f p.

Figure 9 shows the average number of data transmissions within Tc100. In the
proposed method, the average number of data transmissions is that O case is mini-
mum and P case is maximum. Since a large number of data transmissions may cause
data collisions, it is better that the number of data transmissions is small. Although
O case is the smallest number of data transmission (Fig. 9), the coverage rate is not
always more than 99% at Tc100. O case may not be able to satisfy the request because
the initial transmission interval is long, especially when the number of neighboring
nodes is large. E case and P case can always satisfy the coverage of 99% or more
at Tc100. In terms of the number of data transmission, E case is 35.41% less than
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P case. Thus, E case can satisfy the requirement while suppressing the number of
data transmission.

Finally, Figure 10 shows the retention time for each data. In this figure, the trans-
mission of each data is indicated by “1”, and the non-transmission is indicated by
“0.” STD1 is retained from 1 s to 5 s, and then the retention of STD2 maintains
at 5.5 after 0.5 s interruption until 9.5 s. In this way, we can demonstrate that the
proposed method can preserve reliable data retention within TR.

6 Conclusion
In this paper, we focused on the STD retention system as a way of achieving the
paradigm of “local production and consumption of STD.” Although the previous
method determines the data transmission probability, how to diffuse the STD in the
initial phase has not been considered at all. Therefore, in this paper, we propose an
on-demand transmission interval control method to complete STD diffusion until
the requirement. Through simulations, we showed that the proposed scheme can re-
liably achieves almost 100% coverage rate, while significantly limiting the increase
in the number of STD transmissions. Moreover, we can demonstrate that the STD
retention can be controlled in response to the STD lifetime. However, this work does
not assume that vehicles move randomly. If the vehicles move randomly, the density
of the vehicles in the retention area changes according to the location. Therefore, the
STD may not be evenly diffused in the retention area, and we will need to consider
that each node changes the data transmission interval by itself.
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