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I. INTRODUCTION 
 

Three-dimensional (3D) image sensing and visualization 

have been the most important techniques for many 

applications; unmanned autonomous vehicle system, 

biomedical imaging, the entertainment industry, defense 

applications, the 3D printing industry and so on. In 

particular, integral imaging first proposed by Lippmann [1] 

in 1908, can provide full color, full parallax, and continuous 

viewing points without any special glasses and coherent 

light sources. It can record multiple 2D images with 

different perspectives from 3D objects through a lenslet 

array. These images are called as elemental images. In the 

display stage, using these elemental images with the 

homogeneous lenslet array used in the pickup stage, a 3D 

image can be displayed. Fig. 1 illustrates the basic concept 

of integral imaging. However, the 3D image may have 

reverse depth information, a phenomenon called the 

pseudoscopic problem because of the lenslets and 

converging light field from the elemental images [2, 3]. To 

solve this problem, Okano et al. [4] proposed a method that 

rotates elemental images by 180 degree, a method called 

pseudoscopic-to-orthoscopic (PO) conversion. Thus, the 

pseudoscopic real 3D image can be easily converted by the 

orthoscopic virtual 3D image [5-10]. 

For the orthoscopic real 3D image display, PO conversion 

cannot work well. Thus, several studies [11-14] proposed a 

smart pixel mapping (SPM) technique that converts 

elemental images for the orthoscopic real 3D image display 

using virtual pinhole arrays. In this method, the assumption 
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Abstract 

In this paper, we propose a modified smart pixel mapping (SPM) to visualize occluded three-dimensional (3D) objects in real 

image fields. In integral imaging, orthoscopic real 3D images cannot be displayed because of lenslets and the converging light 

field from elemental images. Thus, pseudoscopic-to-orthoscopic conversion which rotates each elemental image by 180 

degree, has been proposed so that the orthoscopic virtual 3D image can be displayed. However, the orthoscopic real 3D image 

cannot be displayed. Hence, a conventional SPM that recaptures elemental images for the orthoscopic real 3D image using 

virtual pinhole array has been reported. However, it has a critical limitation in that the number of pixels for each elemental 

image is equal to the number of elemental images. Therefore, in this paper, we propose a modified SPM that can solve this 

critical limitation in a conventional SPM and can also visualize the occluded objects efficiently. 
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Fig. 1. Basic concept of integral imaging. 

 

 

that the number of pixels for each elemental image is equal 

to the number of elemental images should be satisfied. This 

may be a critical limitation for various applications. To 

solve this problem and to visualize the occluded objects [15-

19], we propose a modified SPM method herein. 

The paper is organized as follows. In Section II, we 

describe the conventional SPM and our proposed SPM. 

Then, we show and discuss the experimental results to 

support our proposed method in Section III. Finally, we 

conclude with the summary in Section IV. 

 

 

II. SMART PIXEL MAPPING 
 

A. Conventional SPM 
 

In conventional SPM, the most critical assumption is that 

the number of pixels for each elemental image is the same 

as the number of elemental images. Fig. 2 shows the 

concept of conventional SPM.  

In “Pickup1,” as shown in Fig. 2, each elemental image 

can be recorded optically by a lenslet array. Subsequently, in 

conventional integral imaging, through “Display1,” 

pseudoscopic real 3D images that have reverse depth 

information can be displayed. Thus, in conventional SPM, 

pseudoscopic real 3D image can be reconstructed digitally, 

subsequently, using the virtual pinhole array, new elemental 

images are generated digitally in “Pickup2,” as shown in Fig. 

2. Finally, using the lenslet array, the orthoscopic real 3D 

image can be displayed in “Display2,” as shown in Fig. 2. 

Fig. 3 illustrates the relationship between SPM and lenslet 

array, where N is the number of pixels for each elemental 

image, M is the number of elemental images, g is the gap 

between the lenslet array and elemental images, and 2d is 

the distance between the lenslet array and the virtual pinhole 

array.  

 
Fig. 2. Concept of conventional smart pixel mapping. 

 

 

 

Fig. 3. Relationship between SPM and lenslet array. 

 

 

For example, when M = N = 5, the 5th pixel by central 

virtual pinhole D3,5 corresponds to the 1st pixel on the 1st 

elemental image O1,1. Therefore, this pixel mapping 

relationship can be expressed as follows: 
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where i,j are the indexes of the virtual pinhole and the 

regenerated elemental image pixel, respectively; k,l are the 

indexes of the lenslet and the elemental image pixel, 
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respectively. Using Eqs. (1)–(5), new elemental images for 

the orthoscopic real 3D image display can be generated. For 

example, when k = 2, l = 4, and M = N = 5, Eqs. (4) and (5) 

can be changed to 2 = i + 3 – j and 4 = 6 – j, respectively. 

Thus, i = 1 and j = 2 can be obtained. 

In “Display2,” as shown in Fig. 2, using the new 

generated elemental images by Eqs. (1)–(5), the orthoscopic 

real 3D image can be displayed. However, conventional 

SPM should satisfy the critical assumption as mentioned 

before. 

 

B. Modified SPM 
 

In this paper, to solve the critical assumption of the 

conventional SPM, we propose a modified SPM technique. 

In our proposed SPM, Eqs. (4) and (5) can be modified as 

follows: 

 

1

2

N
k i S j

 
   

 

,              (6) 

 1 ,l N j                    (7) 

where S is the depth plane for reconstruction. 

Figs. 4 and 5 show the description of Eqs. (6) and (7), 

respectively. In Fig. 4, Eq. (6) can be obtained by the 

triangular geometry. In addition, Eq. (7) is derived by the 

triangular geometry, as shown in Fig. 5. Therefore, in our 

SPM method, the critical assumption of the conventional 

SPM no longer needs to be satisfied. 

In our proposed method, the parameter S can have 

positive or negative values. When S is positive, the 3D 

image can be reconstructed in the real image field. However, 

when S is negative, the 3D image can be visualized in the 

virtual image field. Further, this parameter is of utmost 

importance for the visualization of the occluded objects in 

this paper because the reconstruction plane can be 

controlled by changing the value of this parameter.  

In general, the pixel on the display panel is pixelated. 

According to the S value, the mapping relation of SPM may 

be incomplete. For example, all pixels are well mapped 

between two planes when SNg is an integer. Otherwise, the 

relation becomes incomplete. This means that the 

reconstructed image may have blank pixels, as shown in Fig. 

6(a). To overcome this problem, we use the image 

interpolation process [20] for the blank pixels, as shown in 

Fig. 6(b). 

To prove the ability for visualization of the occluded 

objects, Fig. 6 shows the reconstruction results using the 

conventional SPM and our proposed SPM. As shown in Fig. 

6(b), our method can visualize the occluded objects more 

efficiently. However, the reconstructed 3D image by the 

conventional SPM as shown in Fig. 6(a) cannot visualize the 

occluded object because when the calculated k and l are out 

of the system range, the blank pixel is generated in the 

conventional SPM. 

 

 

Fig. 4. Relationship between SPM and lenslet array. 

 

 

Fig. 5. Relationship between SPM and lenslet array. 

 

 

Fig. 6. Reconstructed 3D images by (a) the conventional SPM and (b) our 

proposed SPM. 
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III. EXPEROMENTAL RESULTS 
 

To support our proposed method and to compare with the 

conventional SPM, we implement a computer simulation. 

Elemental images are obtained by the Unity 3D computer 

software as shown in Fig. 7. We capture 10(H)  10(V) 

elemental images using a camera array. The resolution of 

each elemental image is 300(H)  300(V). The focal length 

of the camera is 50 mm. The gap between the cameras is 2 

mm. The occlusion part (tree) is positioned 50 mm from the 

camera array and the occluded object (car) is positioned 75 

mm from the camera array. 

 

 

 
Fig. 7. Experimental setup. 

 

 

 

Fig. 8. Elemental images. 

 

Fig. 9. Reconstruction results via various reconstruction planes using our 

proposed SPM method. 
 

 

As the number of elemental images is 100 and each 

elemental image has 300(H)  300(V) pixels, the total 

number of pixels for the elemental images set is 3000(H)  

3000(V). Fig. 8 shows the obtained elemental images by 

Unity 3D. We noticed that a certain elemental image cannot 

visualize the occluded object well. 

As shown in Fig. 6(a) and (b), the conventional SPM 

cannot visualize the occluded object because it is used for 

PO conversion. However, our proposed method can 

reconstruct the occluded object since it uses the depth plane 

parameter S in the algorithm. 

To show the ability of 3D reconstruction with our 

proposed method, we implement 3D reconstruction via 

various reconstruction depth planes, as shown in Fig. 9. We 

noticed that the clear reconstructed 3D image can be 

obtained when our proposed SPM method is implemented at 

the correct reconstruction depth plane (S = 85). However, 

when the reconstruction depth planes change, the 

reconstructed 3D image may have several blank pixels that 

may cause the low visual quality of the reconstructed 3D 

image. 

To enhance the visual quality of the reconstructed 3D 

image using our proposed method, we used the image 

interpolation algorithm [20]. In fact, our method may 

generate blank pixels when the parameter S changes. Thus, 

to compensate these blank pixels, we use the bilinear 

interpolation method for the reconstructed 3D image. Fig. 

10 shows the interpolation results for the reconstructed 3D 

image using our proposed SPM. 

To evaluate the performance of our proposed method by 

comparing with the conventional SPM, we calculate the 

peak-signal-to-noise ratio (PSNR) as a performance metric. 

Tables 1 and 2 show the PSNR results via various 

reconstruction depth planes using conventional SPM and the 

modified SPM method with bilinear interpolation, 

respectively. It is shown that our proposed method has better 

reconstruction results than the conventional SPM. It is  
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Fig. 10. Interpolation results: (a) without bilinear interpolation, (b) with 

bilinear interpolation. 

 

 

Table 1. PSNR via various reconstruction depth planes from conventional 

SPM 

 S = 75 S = 85 S = 95 S = 105 S = 115 

Depth = 50 6.2290 6.2668 6.3160 6.3388 6.2852 

Depth = 60 6.1781 6.2043 6.2186 6.2287 6.2256 

Depth = 70 6.0350 6.0433 6.0534 6.0639 6.0736 

Depth = 80 5.9667 5.9402 5.9484 5.9577 5.9339 

 
 

Table 2. PSNR via various reconstruction depth planes from modified 

SPM and bilinear interpolation 

 S = 75 S = 85 S = 95 S = 105 S = 115 

Depth = 50 15.8568 16.9529 19.0531 27.4958 19.2841 

Depth = 60 17.6534 26.9105 17.1381 16.1846 15.4867 

Depth = 70 20.6039 11.6280 11.5673 11.6258 11.7705 

Depth = 80 14.4301 7.8025 7.8458 7.8400 7.8984 

 

 

possible to confirm that the PSNR of the image using the 

modified SPM formula and the bilinear interpolation is 

higher. Therefore, we prove that our proposed method in 

this paper is more effective. In addition, we noticed that 

PSNR difference becomes smaller when the reconstruction 

depth increases due to the depth resolution. In integral 

imaging, the depth resolution decreases when the 

reconstruction depth increases because the pixel shift of 

overlapped elemental images becomes smaller. 

 

 

IV. CONCLUSIONS 
 

In this paper, we have proposed a modified smart pixel 

mapping method to solve the critical assumption in the 

conventional SPM and to visualize the occluded objects. As 

our method does not have the critical assumption, it can be 

used for various applications. In addition, by changing the 

parameter S (i.e., reconstruction depth plane), the occluded 

objects can be visualized. However, several blank pixels 

occur when the parameter S changes in the occlusion 

environment, which may cause the low visual quality of the 

reconstructed 3D image. Using the interpolation method, we 

enhance the visual quality of the reconstructed 3D image. 

However, it is still a problem in our proposed method. For 

future work, we will investigate the new SPM method to 

reduce the blank pixels. In addition, we will develop a large 

3D display system for the orthoscopic real 3D image. 
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