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ABSTRACT

Flashover voltage estimation has been carried out conventionally with the up-and-down
method by Dixon and Mood. Recently, Hirose and Kato proposed a new version of the method
to change the way of analyzing data. Although the method has better properties than the con-
ventional one, it requires solving maximum likelihood equations. In this paper we reduce
the troublesome task (e.g. implementation and the selection of a proper initial value) atten-
dant on the requirement by using the expectation-maximization (Em) algorithm that gives a
useful iterative formula to solve the equations. The iterative formula almost always can give
the solutions of the likelihood equations because of its excellent global convergence of the EM

algorithm.

1 INTRODUCTION

THE flashover voltage in gaseous electrical insulation is considered
to obey a normal distribution. As an experimental means to inves-
tigate the statistical property, the up-and-down method is used [1]. In
this paper we deal especially with the up-and-down 50% disruptive
discharge test. [EC [1] mentions that the 50% discharge voltage Usg
can be obtained by carrying out some simple arithmetical operations
with the data that up-and-down experiments give. Here, the formula
used to evaluate [ essentially is equivalent to the approximate ex-
pression to a maximum likelihood estimator (MLE) given by Dixon and
Mood. Strictly speaking, the estimates of the mean and the standard
deviation that Dixon’s formula gives are obtained by setting up the
likelihood equations corresponding to the up-and-down data, simpli-
fying the equations, and solving them. One of these estimates, i.c. the
estimate of the mean parameter, is the very same estimate as [/5y. We
deal with the maximum likelihood (ML) method relating to conven-
tional data. We call this the ‘conventional method’. However, note that
the results we will obtain here also remain correct in Us although we
do not deal with Usg directly.

The conventional method has three restrictions. First, the up-and-
down distance has to be chosen to be approximately equal to the stan-
dard deviation to be estimated. If the up-and-down distance is not
so chosen, the standard errors of the estimators may happen to become
larger. Second, to obtain accurate estimation in practice, the sample size
is recommended to be > 40. However, it occurs that the number is less
in some cases. This is mainly because the time for 1-shot sampling de-
pends on insulation materials in an experiment, and will be very long

for some types of material. Lastly, the number of voltage stress lev-
els that simultaneously include one or more disruptive discharges and
withstands has to be >1, otherwise, the maximum likelihood estimate
does not exist.

Recently, the shape of imposed voltage may be observed by using a
fast oscilloscope, and the values of flashover voltages may be seen. Hi-
rose and Kato [4] remarked on this point and proposed a new version of
the up-and-down method, in which new up-and-down data were used
and the maximum likelihood method was adopted. We call this the
‘new method” in the sequel. The new method can relax the restrictions
mentioned above. First, the up-and-down distance does not necessarily
have to be chosen to be approximately equal to the standard deviation.
If only the up-and-down distance is 4x less than the standard deviation,
the standard errors of the estimators scarcely depend on it. Second, the
standard errors of the estimators by the new method are smaller than
those by the conventional method. In other words, if both errors for the
mean are almost the same, the new method requires only three fourths
of the sample size that the conventional method requires. Similarly, if
both errors for the standard deviation are almost the same, the new
method requires only one fourth of the sample size that the conven-
tional method requires. Moreover, even in the case mentioned in the
last of the previous paragraph, it hardly happens that the maximum
likelihood estimates do not exist. This is because the way of analyzing
data is different from that in the conventional method.

As stated, the new method has three main advantages over the con-
ventional one. However, the new method does not have a very simple
formula to obtain the estimates as the conventional one has. The sim-
ple formula of the conventional method allows experimenters to obtain
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the estimates of the mean and the standard deviation by the four sim-
ple arithmetical operations (+,—,x, /). This is one of the main reasons
that the conventional method has been used up to now. Therefore, not
only good estimation (¢.g. smaller standard errors) but also tractability
in practice are required of the estimation methods. In this paper we
aim at making the new method tractable by applying the expectation-
maximization (EM) algorithm [6] to it.

In the next Section we introduce the comparison of the new and
conventional methods. In Section 3 we show a concrete formula of the
method with EM algorithm. In the last Section we state a merit of the
EM algorithm and some comments on the new method.

2 ASYMPTOTIC ERRORS OF
THE TWO METHODS

In this Section, we introduce the new up-and-down data and the
maximum likelihood method for them, and compare the asymptotic
errors of the new and conventional methods.

2.1 THE NEW UP-AND-DOWN

METHOD

First, we explain the new method.

2.1.1 THE WAY OF OBTAINING DATA IS

AS FOLLOWS.

1. Set the initial stress voltage v; for some voltage guessed as the mean
of flashover voltage. Determine the up-and-down distance d suitably.
Here, note that the value is not necessarily close to the standard devi-
ation of flashover voltage, unlike the case of the conventional one. It
is required to provide a measuring device to record the shape of the
imposed voltage.

2. In the same fashion as the conventional method, impose the impulse
voltage that takes v, as the peak voltage on a sample.

3. Look at the shape of the impulse voltage and observe whether the dis-
ruptive discharge occurred or not. If it occurred, record the voltage Vi
at which breakdown started, and set v = v1 — d. If not, record v,
and set va = vy + d.

4. Take w2 as the new stress voltage and test the next sample in a similar
way.

5. Repeat the above for the number of times decided in advance.

Concerning (3), we give an example of the imposed voltage in Fig-
ure 1. The Figure shows that the imposed voltage falls in the process of
going up. This is because the discharge occurs before the imposed volt-
age reaches the peak. Here, note that part of graph closer to the bottom
indicates the voltage is higher. Such discharges are called breakdown
at wave head. We restrict ourselves to such cases in this paper.

2.1.2 THE WAY OF ANALYZING DATA

Use likelihood method to estimate the mean and the standard devi-
ation parameters. Tet the mean be i, the standard deviation . Then
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the likelihood function is defined as

L(p,0) & H f(Visp, o) (1= 1“('!!,;”10))l7”1) (1)

i=1,

L
+ -

i i

Figure 1. Breakdown at wave head.

where 7 stands for the sample size

f;p,0) 2 J—;——exp{—w}
nma

20?2
r 2)
Foimo)® [ roat
. def )1 disruptive discharge occurs on trial 1
I(z) = ot R )]
0 disruptive discharge does not occur on trial #

After all, the thing we have to do is to find a point (j, &) where L
has a relative maximum.

On the other hand, the likelihood function for conventional up-and-
down data is

L(p,o) & HF(1J,;p,rr)”"(1 - p(w;u,d))lfﬂi) @

=1
Note that the difference between L(y, ) and L(p, o) is only the dif-
ference between f(V;; 1, o) and F(v;; u, o) when I(z) = 1.
2.2 ERROR ANALYSIS
Using Fisher information matrices, we work on the theoretical error
analysis of the estimators for both the up-and-down methods.
2.2.1 PRELIMINARY
We introduce a symbol and a function to make the analysis easier.
Let up be the initial imposed voltage and define 1. — ug + kd. Then,
the i-th imposed voltage may take one of the voltages uy with
=3 e o R o i
k_{’l e £ = 5)
156 18 o R 1 i even
Next, define the indicator function
U= Uk
0 v ug
Once 2 and k have been given, (i, k) could become a random vari-
able. Then, the probability function may be calculated with the recur-

(6)
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rence relations
P[6(0,0)=1]=1
Pla(l,—l)=1]=P[o(l - 1,1+ 1) = 1]xp_141

P, =1] = P[B(l — 1,0 — 1) = 1)xq_
Pé(L, k) =1] = P[o(l — 1,k — 1) = 1JXqe_, 2
+ Pl —1,k+1) = 1)xprss
k=—1+2-1l+4,... ,1-2
where
p e F(wgsp, o) a®1-p (8)

However, for notational simplicity, we also introduce the symbols

ot 1 1,

7S — —— 9
b= s [ 2-’:&] ©)

and (B);;, which means the i-th row and the j-th column element of

matrix B.

def U — [
I =

j=%

Il

2.2.2 THE CONVENTIONAL DATA CASE

From (2)
InL(p,o) ;kgt{l (i, k) In F(ug; p, o) (10)
+(1—1(2))8(i, k) In(1 — F(ux; p, o))}
Therefore,

2
[aaz In L, a)] =

Z Z {E[I(z a(z, k)]a 5 In Fug; p, 0)

i=1 k=—i

+E[(1 — I(2))d(i k)]aa?ln(l - F(uk;,u.,a))} (11)

Here,
E[I(i)8(i, k)] = P[I(i) = 1, 8(i, k) = 1]
= P[I(i) = 1|8(i, k) = 1) P[8(i, k) = 1]
= ppxPl8(i. k) = 1]
E[(1 - I(i))é(i, k)] = quxP[d(i, k) = 1]

(12)
Moreover,
a? 1 22
> (ug; i, 0) = —— (zk:tk + 4)
a;r.“ TPk Pk
82 1 22 =
— In(1 — F(ug: = — | zpzp — =%
Therefore,
92 28
: [3112 ] __zz,: ,Z =1l o ™
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By similar calculations, we obtain the Fisher information matrix
s |E 2inkl| E|; 5L
! E|;5mLl| E|&Hnhl

1 - - 2 1 Tk
= — (2,%) =1
2 Z1 121 ] Pkdk {Ik IE
As the theoretical unit errors concerning with 2 and o, we define

&(n) & n(ﬁ?‘)“

(15)

(16)
N = 1
é(o) = 'n,([n ) ;
respectively.
2.2.3 THE NEW DATA CASE
From (1)
L) =33 {I(i)ri(i, k) In f(vi; 1, 0)
i=1 k=—i (17)

+ (1= 1(D)8(i, k) In(1 = F(vi; p,0)) |

Then, the Fisher information matrix is

a‘.’ -2
e E|gznL| E|z5-InL
" E|Z-mnL| E|f&mL

=G%Zi”[5(

=1 k=—1i

i, k) =1Jx (18)

= 23z
[ Pk—lkiﬂk-Ff'*L —ZL—"LIA+-‘;‘M—" ]
Z Tk :

—zk — ZkTE + o 2Pk — TkZk — zTy + ng
Similarly to the convenhonal data case, we define the unit errors

e(n) @ n(I.T‘)”

o0 i),

We show in Figure 2 the tendencies of €(y), €(o), e(y), and e(o)
vs. d/o. In the Figure the solid lines correspond to those for the case
up = prand the dotted lines correspond to those for ug = ,uig :
Figure 2 shows the tendencies of the unit errors for n = 40. There
is no difference between the errors computed here and the asymptotic
errors that Dixon and Mood computed approximately. This is because
ifonly d/o > 0.4,each P[§(n, k) = 1] (k = —n,—n+2,...,n)
remains stationary for all the n which are greater than 20 and are odd
numbers, and so is each for all the n which are >20 and are even num-
bers, moreover, even if d/c = 0.2, similar things hold for all n > 40.
From Figure 2, we can summarize our observation as follows.
1. When 0.2 < d/o < 4,1.25 < e(p) < 1.35and 0.9 < e(o) <
1.1. Comparing them with &(p) or (o), we can mention that they
are small and they seem to be independent of the change of d /o

2. Because €(o) = 1.96 and e(o) = 1.01 when d/o = 1, we
obtain e(a)/é(a) = 0.5. Hence, in the estimation of o, the use
of the new method leads to the incredible decrease of the sample
size up to one fourth of the sample size required by the conventional
method, provided that the both methods achieve almost the same mag-
nitude of the estimation errors. In the estimation of s, because that
e(p)/é(pn) == 0.88, such a thing as above holds with three fourths of
the sample size required by the conventional method.

(19)
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Figure 2. The unit error of the estimates when n = 40.

3 SIMPLE ITERATIVE FORMULA
FOR THE NEW METHOD

3.1 COMPUTING PROCEDURE

We explain the application of the EM-algorithm to the new method.
The EM-algorithm is an iterative method to obtain a MLE for each pa-
rameter. The algorithm has two steps, expectation step (E-step) and
maximization step (M-step) in an iterative computation. In the sequel
we suppose to treat the calculation concerned with only L(s, o). Let
(j1'F), () be the approximation to

MLE in the kth iterative computation. When (), &(*)) are given,
E-step requires the calculation of

“‘)) = —nln(\/—a)—

n
D {16)(Vi—n)?
1i=1
+ (1 = IG)) Bz 500 [(X = u)"-|x > v,]} (20)
in the k + 1st iteration. Here, £;(x) 5x) stands for the expectation

operator in which f(v; 2*?, 5%)) is used for f(v; p, o).

Qp, o; Atk
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matrix as

9% In L(p.0)
_( o’ )

T !‘1)2

%Z{I(z)(v

(po)=(a,a)

+ (1= I(2) Al i, o')}

a*In L(p, o) q o0 . )
: (_B#F)(is.a)=(ﬁ.&)_ —;{i:l(l - 1(7)){(‘4 B #)2
+62 = (Vi — ) A, ) Jx
A,(ﬁ,r")
B M) [ I(i)x
( o (1s0)=(i2,5) ;
{ A = (Vi — p)x
Ailf, ”)}(Vi ﬂﬁ)Ai(;;,a)]

(24)
In (3), (4) and (5), we have to evaluate A, (u, o).
The next formula ([2], p. 932) is useful because F'(v;p,0) =
D((v — p) /o).

dcf &
Pz e —— 3 dt
(=) V2r / xp{ }
1 6 i @)
- ‘2 {1 + IZ—; dIII}
where d; = 0.0498673470, d; = 0.0211410061, d3 =
0.0032776263, d; = 0.0000380036, d; = 0.0000488906,

dg = 0.0000053830.
3.2 NUMERICAL EXAMPLE

The M-step requires toseek a point (251 | ¢(*+1)) that Q(ps, o; ¥, 6))

becomes maximum. Therefore, we obtain

n

A+ = %Z [[(i)V. +(1-1() {ﬂ(k) 4 A,—(;l‘k),(}““)}]

i=1

(21)
sk+1) [% {[(, — N2 4 (1 — I(5))x
i=1
((“(A) julk+ 1)) (U(k))2)+(1 —I(i))x (22)
1/2
(v; + at* 2IL(HU)A1(‘1M)’&M)}]
where
af o fluiipo)
Ailp, U} - 1= F(q_;,-; 4, 0) )

Let /i be the MLE of 2, & the MLE of . If 1'% — jrand 6% — &
as k — eo, we can express the components of the observed information

We give a numerical example below, see Table 1.
Then, from (3), (4), and (5)

(k1) _ L V. { (k) i) 50 }
| 3 wer 3 {0 a0
1) =1 (i) = 0
(26)
1 30
st — | L Z (Vi — lk+1y2
Co Yl o
Ity =1
30 2
+ Z {(n“" A2 4 (o) @)
=0

(1 + 49 — 20+) 4, (3 c,m)}
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Table 1. An example of new up-and-down data.

i1 [2]3[Ja]5 e 789 [0 11 12 13 T14a 15
mayfa el e e e a2 e ie pe: L
12 40.7 35.1 40.6(39.4]37.0 39.9(40.6
vi [39.0]41.0 41.0 41.0 37.0[3v.0|410] | 39.0
i [16 J17 |18 19 J20 J21 J22 J23 J24 [25 [26 [27 [28 J29 [s0
Mt JoJolr et JofoJor |1 ]r]o]o |t
Vi |40.4 40.4/40.5|34.8 35.8[39.4[38.9 10.8
v, 39.0{41.0 37.0[39.0|41.0 37.0)39.0
’ .
B (8 In L(y,o)) _ 4 SUMMARY AND REMARKS
— E
s (.0)=(A,5) N this paper we perform the error analysis of the new and conven-
" - tional up-and-down methods and show the following on the new
1 : . ; o o method.
sy 2 a3 Aae) s @) . .
o i—1 =1 1. The estimation errors are seldom affected by the magnitude of the up-
i) =1 (i) =0 and-down distance.
2. The estimation errors are still smaller than those of the conventional
d*In L(p, o) method. The analysis shown here is about only the case in which the
“\ 9ude = sample size equals 40. However, note that there is no difference be-
e (1) =(i2,@)

30
- ;,15 S - + 6% - (Vi - A f A 6) 29)
i=1

Flz)=0

B (821n L(p,a)) 30
do* (wo)=tia)
1 30
-5 2{Vi- )+ 8% - (Vi - A3, ) hx

(Vi — ) Ai(p,0)  (30)
Using these, we obtain

(ji, ) = (40.4, 2.48) (31)

and

?InLipo))
- (T) =372 (32)
d*In L(p, o) B
and
2

~ (ﬂ;;_(;ﬂ) =5.50 (34)

on the point. Therefore, the asymptotic standard errors of / and & are
0.563 and 0.463, respectively.

tween the tendencies of the analyzed errors and those of the asymptotic
errors that have sufficiently large sample size.

By using the EM-algorithm, we give trle simple iterative scheme to
obtain the MLE of the mean and the standard deviation parameters in
the new up-and-down method. This fact may help experimenters use
the new up-and-down method, which has much better properties than
the conventional one.

Because the EM-algorithm has excellent global convergence proper-
ties and almost always gives a local maximizer, the iterative formulas
we give almost always provide the MLE of the mean and standard de-
viation parameters. Furthermore, the formulas are very simple. In ad-
dition, we also give the expressions to obtain the observed information
matrix.

This paper concerns only the case in which all the breakdowns in an
experiment occur before the imposed voltages come up to the expected
peak voltages. Therefore, the result here can not be used directly if
some breakdown occurs around the tail of the waveform. In such a
case [5] gives a further consideration.
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