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Preface

Several optimization algorithms have been developed to handle various optimization issues

in many fields, capturing the attention of many researchers. Algorithm optimizations are

commonly inspired by nature or involve the modification of existing algorithms. So far, the

new algorithms are set up and focusing on achieving the desired optimization goal. While

this can be useful and efficient in the short term, in the long run, this is not enough as it

needs to repeat for any new problem that occurs and maybe in specific difficulties, therefore

one algorithm cannot be used for all real-world problems.

This dissertation provides three approaches for implementing metaheuristic search (MHS)

algorithms in fields that do not directly solve optimization issues. The first approach is to

study parametric studies on MHS algorithms that attempt to understand how parameters

work in MHS algorithms. In this first direction, we choose the Jaya algorithm, a relatively

recent MHS algorithm defined as a method that does not require algorithm-specific control

parameters. In this work, we incorporate weights as an extra parameter to test if Jaya’s

approach is actually ”parameter-free.” This algorithm’s performance is evaluated by im-

plementing 12 unconstrained benchmark functions. The results will demonstrate the direct

impact of parameter adjustments on algorithm performance.

The second approach is to embed the MHS algorithm on the Blockchain Proof of Work

(PoW) to deal with the issue of excessive energy consumption, particularly in using bitcoin.

This study uses an iterative optimization algorithm to solve the Traveling Salesperson Prob-

lem (TSP) as a model problem, which has the same concept as PoW and requires extending

the Blockchain with additional blocks. The basic idea behind this research is to increase

the tour cost for the best tour found for n blocks, extended by adding one more city as
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a requirement to include a new block in the Blockchain. The results reveal that the pro-

posed concept can improve the way the current system solves complicated cryptographic

problems

Furthermore, MHS are implemented in the third direction approach to solving agricul-

tural problems, especially the cocoa flowers pollination. We chose the problem in polli-

nation in cacao flowers since they are distinctive and different from other flowers due to

their small size and lack of odor, allowing just a few pollinators to successfully pollinate

them, most notably a tiny midge called Forcipomyia Inornatipennis (FP). This concept was

then adapted and implemented into an Idle-Metaheuristic for simulating the pollination of

cocoa flowers. We analyze how MHS algorithms derived from three well-known meth-

ods perform when used to flower pollination problems. Swarm Intelligence Algorithms,

Individual Random Search, and Multi-Agent Systems Search are the three methodologies

studied here. The results shows that the Multi-Agent System search performs better than

other methods.

The findings of the three approaches reveal that adopting an MHS algorithms can solve

the problem in this study by indirectly solving the optimization problem using the same

problem model concept. Furthermore, the researchers concluded that parameter settings in

the MHS algorithms are not so difficult to use, and each parameter can be adjusted to solve

the real-world issue. This study is expected to encourage other researchers to improve

and develop the performance of MHS algorithms used to deal with multiple real-world

problems.
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Chapter 1

Introduction

1.1 Background

Optimization being a method that is widely used even in our daily lives, we earn many

benefits from the use of mathematical optimization techniques. Optimization is commonly

used in diverse fields, from engineering design to computer science, such as GPS systems,

scheduling, and economics, like package delivery businesses and financial organizations.

We are often trying to enhance or minimize anything. However, knowing that everything

is optimized makes troubleshooting more complex. Many seemingly simple problems are,

in reality, quite tough to solve. In reality, we are always searching for the best solution to

every situation we encounter, even though we may not always find such solutions.

An optimization algorithm is a group of mathematical algorithm or methods that try

to discover the minimum value of a mathematical function for use in machine learning or

other engineering fields. Optimization algorithms are primarily used to solve optimization

problems. Many researchers propose various types of new optimization algorithms to solve

various types of optimization problems. The majority of these algorithms are inspired by

nature, such as the behavior of animals looking for food, and some known algorithms in-

clude the one proposed by the authors of Karaboga and Bahriye [1] describing the Artificial

Bee Colony (ABC) Algorithm, which is inspired by how the bees working together to col-

lect the food. Authors Yan and Deb [2] also propose in their research that Cuckoo Search

via Levy Flight is based on the breeding behavior of some cuckoo species combined with

1



CHAPTER 1. INTRODUCTION

the Levy flight behavior of some birds and fruit flies.

Optimization algorithms are essential because optimization problems can consult in

various scientific fields such as economics, engineering, and medicine. There are still

many researchers around the world working to solve problems in this field. Although the

classical optimization algorithm approach can handle some real-world issues, in some cir-

cumstances, the classical method is inefficient in handling real-world problems because it

cannot discover global optima, necessitating some modification as a solution. In contrast,

metaheuristic search (MHS) algorithms are more robust at avoiding local optima. They do

not require a cost function gradient because this algorithm’s main factors are randomness

[3].

Several optimization issues are dealt with using heuristics, like the Genetic Quantum

Algorithm (GQA) proposed by Han [4] and demonstrated by experimental results on the

knapsack problem. Also, author Yang [5] introduces an improved ant colony optimization

(IACO) for solving mobile agent routing problems, and author Kaur [6] presents a frame-

work based on the hybridization of heuristic techniques with metaheuristic algorithm for

load balancing optimization in virtual machines (VMs). Nature has been addressing com-

plex issues for billions of years, and only the most effective and most potent solution can

ensure the survival of the fittest. Similarly, heuristic algorithms solve issues by trial-and-

error, learning, and adaptation. The objective is to create an efficient yet practical algorithm

that will operate most of the time and produce high-quality results. It is expected that some

of the quality solutions discovered will be near optimum; however, there is no guarantee of

such optimal solutions. There is no certainty that the best solution will be found, and we

even are not sure if an algorithm will perform or why it will if it does.

The optimization method is also still widely used by some researchers in real-world

problems. Problem-solving in the real world differs entirely from problem-solving in the

metaheuristic method because the problem we encounter are those we face every day and

sometimes have no direct relationship with engineering. This challenge requires adapt-

ability, endurance, ingenuity, and a certain level of creativity [7]. We frequently have to

utilize multiple optimization methods for different optimization problems since not all cur-

rent algorithms are possible for every particular type of problem. Therefore in this study,

we propose a new approach for solving a real-world optimization issue by using MHS in
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1.2. RESEARCH OBJECTIVES

fields that do not directly address the optimization task. Indirect indicates that we pro-

vide a model problem that is conceptually similar to the problem to be solved. This model

problem also assists in simplifying and become an application used to implement the MHS

algorithm that we recommend. In summary, we use several known MHS and adapt the

selected algorithm so that it can be used to solve optimization problems in the alternative

fields we proposed and will present in this dissertation.

From the background described previously, a question emerges which we wish to prove

in this study. The issues that emerge are described below.

1. Is it possible to implement the MHS search algorithms for practical problems or other

than optimization?

2. Is it possible that the MHS algorithms can be easily adjusted to specific application

cases?

3. Is it possible to modify the MHS algorithms for implementation in different applica-

tion domains?

1.2 Research Objectives

The primary focus of this dissertation is the implementation of MHS into a new alternative

field for solving complex optimization problems. We attempt to achieve this objective by

researching three approaches, as shown in Figure 1.1.

Three research directions of this study are:

1. This indirectly indicates parametric study in MHS especially in Jaya algorithm.

2. Proposing the MHS into the first alternative problem in Blockchain Proof of Work

(PoW).

3. Proposing the Idle-Metaheuristic into the second alternative problem in flower polli-

nation simulation.

3



CHAPTER 1. INTRODUCTION

Figure 1.1: Diagram of three approacches for conducting the research.

The first research approach describes the parameter used in MHS, especially in the Jaya

algorithm. We introduce some parameters and adding them to the basic Jaya algorithm to

prove if the conjecture of the inventors of the algorithm, that Jaya is best used parameter-

free, is true that the Jaya algorithm is parameter-free. Also, from this study, we want to

know how essential the parameter is in the algorithm.

The second research approach focuses on proposing a similar scheme for generating

blocks in Bitcoin Blockhain. The proposed scheme is then implemented in TSP as a prob-

lem model and uses a MHS algorithm to overcome the existing optimization problems.

This scheme aims to minimize the cost of this travel, as a new block in the Blockchain, for

the best n blocks to be identified by adding one more city.

The third research approach proposes an Idle-Metaheuristic that has been modified to

fit the difficulties in flower pollination simulation. We investigate how three well-known

yet re-targeted MHS algorithms perform when used to flower pollination problems.

In order to demonstrate the applicability of the proposed method, we used a high-level

language such as MATLAB, Python and implemented it in a 3D virtual environment to

demonstrate the simulation.
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1.3. CHAPTER SECTION

1.3 Chapter Section

Figure 1.2: The chapter structure of this dissertation.

In this section, we describe the structure of this dissertation, as shown in Figure 1.2.

Following the introductory chapter, we provided an outline of related MHS, the detailed

implementation of the algorithm, and some published works in Chapter 2. We perform

parametric studies on MHS and introduce weights to refer to the fact that there must be

equal weights on both sides of the parameters in Chapter 3. Chapter 4 implements MHS

for Blockchain Proof of Work (PoW) to reduce excessive energy consumption in bitcoin

usage. In Chapter 5, we propose Idle-Metaheuristics for flower pollination simulation for

behavior selection. Finally, Chapter 6 summarizes our work and the results obtained and

recommends several possible research areas for future development.
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Chapter 2

Traditional Metaheuristic Search
Optimization

Metaheuristics search (MHS) algorithm have made much progress since the first propos-

als as efficient way of discovering acceptable solutions via trial and error for optimization

problems that are difficult to solve exactly in practically reasonable time. MHS are now

commonly used to describe all stochastic algorithms that achieve solutions through ran-

domization and global exploration. Fred Glover explained the term ”metaheuristic” in

1986s to describe a primary approach that directs and alters other heuristics to provide so-

lutions other than those typically obtained in the quest for local optimally [8]. There is no

doubt that research in this area will continue to grow shortly, given that the term ”meta”

means ”to go beyond” or ”to a higher level”. The following paragraph provide a brief

history of heuristic and MHS algorithms, as shown in Figure 2.1.

Throughout the Second World War, Alan Turing was probably the first to use heuristic

algorithms when he was trying to break German Enigma ciphers at Bletchley Park in 1940

[9], where Turing and British mathematician Gordon Welchman designed the Bombe, a

cryptanalytic electromechanical machine, to assist their code-breaking work. Turing re-

ferred to his search method as a heuristic search because, as predicted, it worked most of

the time, but there was no guarantee of finding the proper solution, but it was an enormous

success.

Then, in the 1960s and 1970s, John Holland and his colleagues at the University of
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Figure 2.1: A brief history of heuristic and metaheuristic optimization.

Michigan were the first to create evolutionary algorithms. Holland investigated adaptive

systems and was the first to use crossover and recombination manipulations to simulate

such systems. His seminal work, which included a description of Genetic Algorithms, was

released in 1975 [10]. During the same year, Kenneth De Jong [11] published his disser-

tation on the potential and power of Genetic Algorithms for several objective functions,

whether noisy, multimodal, or even intermittent.

With the advent of a crucial step in the development of Simulated Annealing (SA) [12],

an optimization method pioneered inspired by the metal annealing process, the 1980s and

1990s became exciting years for MHS algorithms. It is a trajectory-based search technique

that begins with an initially assumed solution at a high temperature and gradually cools the

system down. The first actual use of MHS was apparently due to Tabu Search in 1986, even

though the seminal book on Taboos was published later in 1997 [13].

Marco Dorigo released his seminal work on Ant Colony Optimization (ACO) in 1992

[14], inspired by the intelligence of social ant swarms that use pheromones as chemical

messengers. In the same year, John R. Koza [15] offered a treatise on Genetic Program-

ming, laying the groundwork for a new field of machine learning that would transform
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CHAPTER 2. TRADITIONAL METAHEURISTIC SEARCH OPTIMIZATION

computer programming.

Shortly afterward, in 1995, American social psychologist James Kennedy and engineer

Russell C. Eberhart created Particle Swarm Optimization [16], which was inspired by the

intelligence of swarms of fish and birds and human behavior. There have been around 20

different particle swarm variations developed since its inception, and it has been used in

practically all fields of challenging optimization problems.

Things were getting more intriguing around the turn of the century with the release

of the Harmony Search (HS) [17] method in 2001, which has been widely used in tack-

ling numerous optimization issues such as water distribution, transportation modeling, and

scheduling. Following the Honey Bee algorithm [18], which was used to enhance Internet

hosting centers in 2004, came the invention of a new bee algorithm by [19] and Artificial

Bee Colony (ABC) [20] in 2005. The Firefly Algorithm [21] was then published in 2009,

inspired by the behavior of fireflies and flashing patterns.

More and more MHS algorithms are being designed, and many researchers are still

interested in researching this method. Various algorithms necessitate a system summary of

various MHS algorithms, and this dissertation aims to present MHS and their applications

to a new field. One of the reasons why MHS are still in high demand among academics is

because they feature the following characteristics:

• Various trade-offs are using each MHS algorithm to choose between randomization

and local search. MHS algorithms solve optimization issues by finding reasonable

solutions to complicated problems in reasonable periods, but there is no assurance

that optimum solutions will always be discovered. Almost all MHS algorithms are

well-suited to global optimization.

• Diversification and intensification (or exploitation and exploration) are the two most

essential components of all MHS algorithms [22, 23]. Diversification involves al-

gorithms that try to generate new solutions to explore the search space globally,

whereas intensification algorithms focus on a specific location, knowing that great

solutions are presently discovering in this region. When finding the optimal solution,

a proper balance between diversity and intensification must be created to enhance the

algorithm’s convergence speed. A good combination of these two main components

8



nearly usually assures that a global optimum can be achieved.

• Nature is one characteristic that significantly impacts MHS algorithms that explore

search space with a population or single solution. Local search-based MHS such

as Tabu Search and Simulation Annealing are examples of methods that employ a

single solution. These search method have a characteristic that defines the state of

the search space during the search process. On the other hand, population-based

MHS investigate the search space by generating a series of solutions in the search

space, such as Genetic Algorithms.

Developing a MHS algorithm aims to solve complex optimization problems when pre-

vious optimization algorithms have failed to find the optimum. Currently, these methods

are regarded as some of the most practical options for dealing with a wide range of real-

world issues [24]. The use of MHS algorithms for optimization has several advantages,

such as:

1. MHS algorithms have a wide range of applications since they could be used to any

problem represented as a function optimization problem. For example, in the case

of Genetic Algorithms, we only need to code potential solutions, but in principle,

we could use Genetic Algorithms to a variety of problems, but they will not always

be the optimal solution for each of these difficulties. Furthermore, unlike gradient-

based optimization method, the gradient of the objective function is unnecessary, like

in the case of Genetic Algorithms, all that is required in evaluating the solution (for

example, suitability or novelty).

2. In order to avoid local minima, MHS algorithms frequently use some randomization.

ACO algorithms and Simulated Annealing exemplify this technique.

3. MHS algorithms can also be combined with more traditional optimization techniques

or other optimization techniques, as in [2], which proposes a new MHS algorithm

based on the exciting breeding behavior of certain species of cuckoos, such as brood

parasitism, and combines it with Lévy Flight. Furthermore, in [25], a combination

of Artificial Neural Network (ANN) and Particle Swarm Optimization (PSO) is used

for predicting the cemented paste backfill.
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CHAPTER 2. TRADITIONAL METAHEURISTIC SEARCH OPTIMIZATION

4. Generally, MHS algorithms are easier to comprehend and implement.

5. MHS algorithms’ efficiency and adaptability enable them to solve more significant

problems more rapidly.

Aside from its advantages, the MHS algorithm have some disadvantages too, which are

as follows:

1. The performance of optimization is highly dependent on precise parameter adjust-

ment.

2. The MHS algorithm cannot guarantee optimality.

3. The MHS algorithm does not appear to be able to reduce the search space.

4. It is not guaranteed that optimization results acquired with the same initial condition

settings will be repeatable.

Figure 2.2 shows the MHS classification, as stated in the MHS characteristics, and in

the following section, we present most typical and well-known algorithms used in single-

solution and population-based method.

2.1 Single Solution-Based Metaheuristic

Single solution-based metaheuristic are ones in which a solution is produced at random

and improved until the best result are achieved. Single solution method concentrate on

changing and enhancing a single potential solution. Simulation Annealing (SA) and Tabu

Search (TS) are two well-known MHS that use single solution search. Since it only reforms

one solution generated at random for the given problem, the search procedure used by this

approach could be trapped in local optima, preventing us from finding the global optimum

[26]. However, the solution (new state) created by this method may not be derived from the

present solution environment (state) [27].
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2.1. SINGLE SOLUTION-BASED METAHEURISTIC

Figure 2.2: Metaheuristic classification.

2.1.1 Simulated Annealing (SA)

Simulate Annealing algorithm (SA) was developed first in 1953, and Kirkpatrick [12] used

it as a search algorithm for combinatorial optimization problems. This method is moti-

vated by the physical annealing process, slowly heating and cooling materials to achieve a

uniform structure.

SA is a stochastic method for avoiding non-global local minima while exploring global

minima. During the minimization process, the chances of deterioration decrease towards

zero. This disruption enables to transcend the local minima and thoroughly explore the

searchspace (s). As a result, this approach will reach a global minimum [28].

According to the pseudocode of SA 2.1 [29], the searchspace (s) is the probability of

transitioning from the current state to the new state snew, as indicated by the acceptance

probability function P(e, enew),T ). This probability is determined by the energies e = E(s)

and enew E(snew) of the two states, as well as the global time-varying parameter T known as

temperature. States with lower energy levels perform better than states with higher energy

levels. Even though enew is more significant than e, the probability function P must be
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Algorithm 2.1: Simulated Annealing
1: Let s = s0

2: For k = 0 through kmax (exclusive):
3: T ← (1 − (k + 1)/kmax)
4: Pick a random neighbour, snew ← neighbour(s)
5: if P(E(s), E(snew),T ) ≥ random(0.1):
6: S ← snew

7: end if
8: end for
9: Output: the first final state S

positive. This process prevents the algorithm from getting stuck on a local minimum which

is worse than the global minimum.

In SA, solution optimization requires neighboring assessments of neighboring states,

which are new states generated by conservatively changing certain states. Like the TSP,

each state is often described as a permutation of the cities to be toured, and each state’s

neighbors are the set of permutations created by exchanging these two cities. A ”move” is

a well-defined technique of altering the states to generate neighboring states, and various

moves yield different sets of neighboring states. These moves typically result in minor

changes to the previous state to incrementally enhance the solution by iteratively enhancing

its components (as in the traveling salesman problem’s city connections).

Modest heuristics like hill-climbing [30], which move by finding a better neighbor after

a better neighbor and stop when they find a solution with no neighbors that are better

solutions, cannot guarantee that they will lead to any of the current better solutions; their

outcome could easily be a local optimum. Meanwhile, the actual best solution would be a

global optimum that could be different. MHS utilize solutions from neighbors to explore

the solution space. Although they prefer to find a more suitable neighbor, at the same

time, they also will tolerate a worse neighbor in order to avoid the problem of being stuck

in the local optima so that when run for an extended period, they can discover the global

optimum.
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2.1.2 Tabu Search

Tabu Search (TS) is a MHS search method that utilizes local search methods to solve com-

plicated challenges in mathematical optimization. This method is also known as Adaptive

Memory Programming, developed by Fred W. Glover in 1986 [8].

According to Xin-She [31], the first actual implementation of MHS was most likely due

to Fred Glover’s search for TS in 1986, even though a seminal book on the research for TS

was released later in 1997.

Although the TS was introduced decades ago, it still provides solutions that are pretty

near to optimality and are among the most successful, if not the best, in overcoming the

challenging problems encountered. This success has made TS highly popular among re-

searchers interested in discovering better solutions, and several papers, book chapters, spe-

cial editions, and books have studied the enormous TS field [32, 33, 34, 35].

Algorithm 2.2: Tabu Searcch
1: sBest ← s0
2: bestCandidate← s0
3: tabuList ← []
4: tabuList.push(s0)
5: while (not stoppingCondition())
6: sNeighborhood ← getNeighbors(bestCandidate)
7: bestCandidate← sNeighborhood [0]
8: for (sCandidate in sNeighborhood)
9: if ((not tabuList.contains(sCandidate)) and

( f itness(sCandidate) > f itness(bestCandidate))) bestCandidate← sCandidate
10: end
11: end
12: if ( f itnes(bestCandidate) > f itness(sBest))
13: sBest ← bestCandidate
14: end
15: tabuList.push(bestCandidate)
16: if (tabuList.size > maxTabuS ize)
17: tabuList.removeFirst()
18: end
19: end
20: return sBest

13
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The pseudocode 2.2 [36] at lines (1-4) indicates some initial setup, which includes

constructing an initial solution (probably selected at random), marking that first solution

as the best seen to date, and initializing a Tabu list using this initial solution. The primary

algorithmic loop begins on line 5 and continues to find the best solution until the predefined

termination criteria are reached (two examples of these conditions are simple time limits

or thresholds on fitness scores). Line (9) searches for Tabu components in neighboring

solutions. Furthermore, the algorithm searches for the optimal solution in the environment,

which is not Tabu (means not in the Tabu list yet). If the best local candidate has a better

fitness value than the existing best in line (12), the new best candidate is assigned to line

(13). Line (15) always includes the local best candidate to the Tabu list, and if the Tabu list

is complete in line (16), some components are allowed to expire in line (17). In general,

components leave the list in the same order they were inserted. In order to avoid the local

optimum, the process will choose the best local candidate (even if it has lower fitness than

the sBest). This procedure is repeated until the user-specified termination condition is

reached, at which time the best solution found throughout the search is returned in line

(21).

The pseudocode 2.2 implementation provides undeveloped short-term memory but does

not contain medium or long-term memory structures. The statement ”fitness” refers to a

measure of the candidate solution as represented by an objective function for mathematical

optimization.

One method of utilizing the search history is to use the Tabu list as short-term memory.

The information obtained can be added to TS during the search process using four distinct

principles: frequency, recency, quality, and influence. Frequency-based memory takes ad-

vantage of the number of visits to each solution attribute. The participation of each solution

attribute in the current iteration correlates to recency-based memory. This information can

be used to discover the search process limitations and the necessity for diversification in the

search process. Solution quality can be used to discover better building blocks and direct

the search process. The impact attribute relates to determining which solution attributes are

essential in directing the search process and may thus be given some preference throughout

the search operation. Robust TS [37] and reactive TS [38] are several of the TS algorithms

that use these four different principles. To summarize, TS continues to be a significant
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source of inspiration and strategies used by various MHS.

2.2 Population-Based Metaheuristic

A population-based metaheuristic directs the search process by retaining several solutions

at various points in the search space. The population-based metaheuristic in the search

space can sustain the diversity of the solution globally with multiple starting points, result-

ing in greater exploration during the search process.

In contrast to single-based metaheuristics, population-based metaheuristics begin with

a group of solutions (population). They then construct a new solution population iteratively.

Information can be transferred between the set of solutions in this way. The main benefit

of population-based metaheuristics is that they avoid getting stuck in local optima. This

kind of MHS algorithm is one of the most well-known optimization algorithms, and it has

been widely used in different areas, including medical systems [39, 40], automotive engine

design [41], and quality of food [42].

Evolutionary computers [43], Genetic Algorithms [44], and Particle Swarm Optimiza-

tion [16] are examples of population-based metaheuristics. Moreover, population-based

metaheuristics include swarm intelligence, as collective behavior of decentralized and self-

organized individuals in a population or swarm. Examples in Swarm Intelligence include

Ant Colony Optimization [45], Particle Swarm Optimization, and Social Cognitive Opti-

mization [46]. In the next section, we describe some of the most well-known population-

based metaheuristics and others relevant to our study.

2.2.1 Genetic Algorithm

John Holland [47] proposed the Genetic Algorithm (GA), inspired by Charles Darwin’s

theory of natural evolution and based on biological evolution concepts. This algorithm rep-

resents the natural selection process, in which the best appropriate individuals are chosen

for reproduction to generate descendants from the following generation.

Natural selection begins with the selection of the most appropriate individuals from a

population. They have descendants that inherit the features of their parents and will be
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handed to the next generation. Parents who have better fitness will produce better descen-

dants, and these descendants will have a higher chance of surviving. This procedure keeps

being repeated until the generation with the most suited individuals is discovered. This

natural selection process can be divided into five steps: initial population, fitness function,

selection, crossover, and mutation.

Algorithm 2.3: Genetic Algorithm
1: begin
2: t = 0
3: Create an initial population - Pop(0)
4: Evaluate individuals - calculate the value of the fitness function for each individual
5: in the population P0

6: do
7: select individuals for the new population Pop(t) - selection
8: perform crossover operation
9: perform the mutation of individuals

10: evaluate individuals
11: replace old population a new one
12: t = t + 1
13: while stop condition reached
14: end

GA will stop the iterations when the conditions are reached, as shown in the pseudocode

2.3 [48] above. This situation indicates that the population has converged means does

not generate descendants significantly different from the previous. The final result of this

descent is the best solution to the problem that GA is solving. GA has been widely used

to multiple optimization issues such as in engineering [49] and chemistry [50] and has

recently been expanded to data mining and machine learning technologies [51] as well as

the rapidly expanding field of bioinformatics [52].

2.2.2 Ant Colony Optimization

The Ant Colony Optimization algorithm (ACO) [53] is a MHS method for solving discrete

optimization problems by finding a suitable path through graphs. ACO algorithm is essen-

tially an artificial ant that stands for a multi-agent method inspired by ant behavior in which
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agents collaborate through low-level interactions.

ACO’s fundamental paradigm is based on ant colony foraging behavior. Ants release

pheromones in the soil throughout their travel. The ants most likely follow the pheromones

left behind by the previous ants. Local ants can determine the shortest path from the food

source to the nest this way. This procedure is then adopted and used by the ACO algorithm

to perform optimization.

Algorithm 2.4: Ant Ccolony Optimization
1: Begin
2: Initialize
3: While terminated criterion not satisfied do
4: Position each ant in a starting node
5: Repeat
6: For each ant do
7: choose nect node by applying the state transition rule
8: Apply step by step pheromone update
9: End for

10: Until every ant has built a solution
11: Update best solution
12: Apply offline pheromone update
13: End While
14: End

From the pseudocode 2.4 [54], an example of a global pheromone updating rule is

τxy ← (1 − ρ)τxy +

m∑
k

∆τk
xy (2.1)

Notation:

τxy The amount of pheromone deposited for a state transition x y;

ρ The pheromone evaporation coefficient;

m The number of ants and;

∆τk
xy The amount of pheromone deposited by k .
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An artificial ant is an essential computational agent that searches for reasonable solu-

tions to an ACO algorithm optimization problem. The optimization issue must be trans-

formed into the challenge of finding the shortest path on a weighted graph before using an

ACO algorithm. Each ant stochastically generates a solution, i.e., the order in which the

edges in the graph should be followed, in the initial step of each iteration. The pathways

discovered by the several ants are compared in the second phase. The final step is to update

the pheromone levels on each edge.

2.2.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is one of the MHS method introduced by Kennedy

[16] and Shi [55] that replicates social behavior as a stylized depiction of the movement of

animals in a flock of birds or fish school.

The typical PSO method employs a swarm of particles or a population of possible

solutions that move in the search space based on their position and velocity. Its best-known

position directs the particle’s movement and the best-known position of the entire swarm to

move all particles to the global best solution in the solution space. The swarm’s best-known

position is updated at each iteration. This procedure is performed for a certain number of

iterations.

Vi
(
i + 1

)
= W × Vi

(
t
)
+ C1 × rand() ×

(
pbest − Xi

)
+ C2 × rand() ×

(
gbest − Xi

)
(2.2)

Xi
(
t + 1

)
= Xi

(
t
)

+ Vi
(
i + 1

)
(2.3)

Notation:
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Vi
(
i + 1

)
and Xi

(
t + 1

)
The velocity and position of i − th particle in the t generation;

pbest The past best position of i − th particle;

gbest The best faund position so far;

rand() Generates a random number between (0,1);

W The inertia factor;

C1 and C2 Learning factors and they are usually set to constants.

Algorithm 2.5: Particle Swarm Optimization
1: Initialization the velocity and position of the population randomly.
2: Evaluate the population.
3: while the termination condition is not satisfied do.
4: for i = 1 to population size do.
5: Update the velocity of i − th particle using the Eq. (2.2).
6: Update the position of i − th particle using the Eq. (2.3)
7: Evaluate the i − th particle.
8: end for
9: end while

10: Output the found optimum

The PSO algorithm 2.5 [56] has received much attention due to its simplicity and ease

of use with few parameters; therefore, many researchers are still willing to develop a better

variation of PSO. Several researchers investigated the effect of parameters on PSO perfor-

mance [57, 58]. Other researchers implemented a variety of novel techniques by combining

PSO with other algorithms [25, 59, 60]. Furthermore, PSO has been adjusted too following

the problem to be optimized [61, 62].

2.2.4 Differential Evolution

In evolutionary computing, Differential Evolution (DE) is a population-based optimization

technique that Storn and Price [63] proposed to solve a real-valued continuous optimization

problem.

DE optimizes the problem by iteratively attempting to improve candidate solutions con-

cerning a particular quality measure. These approaches are commonly referred to as MHS
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since they make few or no assumptions about the optimized problem and explore many

potential solutions. On the other hand, MHS like DE do not ensure that an optimal solution

is ever discovered.

Algorithm 2.6: Differential Evolution
1: Initialization population randomly.
2: Evaluate the population.
3: while the termination condition is not satisfied do.
4: for i = 1 to population size do.
5: Select an individual randomly as a base vector, Xbase.
6: Select two individual randomly to construct a difference vector, (Xr1 − Xr2,
7: where r1 , r2 , base , i.
8: Generate a mutation vector, Xmutation = Xbase + scaling f actor × (Xr1 − Xr2).
9: Crossover Xmutation and Xi to generate a trial vector, Xtrial.

10: Evaluate the fitness of the trial vector, Xtrial.
11: The winner of Xtrial and Xi can survive to the next generation.
12: end for
13: end while
14: Output the found optimum

The primary DE method utilizes a population of randomly initialized solutions in the

search space as a set of agents. Each agent is relocated in each iteration depending on a

combination of other agents in the population using the differential weight parameters and

crossover probability. The algorithm executes for a certain number of iterations.

DE is one of the most widely used algorithms in the field of evolutionary algorithms.

Many efficient alternatives have been proposed, including combinatorial optimization [64,

65], clustering [66], electromagnetics [67], and others [68, 69, 70].

2.3 Summary

In this chapter, we provide readers with a fundamental understanding of MHS. Then, we

introduced some well-known algorithms, along with demonstrations of their implementa-

tion in various fields. Finally, to solve the problem in this study, we chose several algo-

rithms that focus on population-based MHS, such as the Jaya Algorithm, Particle Swarm
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Optimization (PSO), Quantum Behave PSO (QPSO), Crow Search Algorithm (CSA), and

Cuckoo Search, which then adjusts the problem to be solved.
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Chapter 3

Parametric Study of Metaheuristic
Search Algorithms

3.1 Study of Jaya Algorithm

3.1.1 Introduction

Rao introduced the Jaya algorithm as a swarm optimization method in 2016 [71]. The

Jaya method is well-known for a parameter-free and simple algorithm with the idea that

the solution found for a given problem moves toward the best solution and away from

the worst solution. Rao proposed the Jaya method to solve constrained and unconstrained

optimization problems in his research. This method claims to be parameter-free and modest

because it just requires the standard control parameters and no algorithm-specific control

parameters.

In 2011, Rao introduced the TLBO (teaching-learning-based optimization) algorithm

[72]. Many researchers are also interested in this algorithm since it introduces a learning-

based optimization technique requiring no algorithm-specific parameters. Following the

popularity of the TLBO algorithm, Rao then proposes the Jaya algorithm that is claimed to

be free of other particular parameters and operates differently. The TLBO algorithm con-

sists of two phases: the teacher phase and the student phase, whereas the Jaya algorithm

has just one phase (shown in Figure 3.1) and is relatively easy to implement. In his article
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[71], Rao compares the Jaya algorithm with the TLBO algorithm and includes several other

well-known MHS algorithms (PSO, DE, GA, ABC, etc.). The performance of Jaya’s algo-

rithm and other algorithms was evaluated using 24 benchmark functions of CEC 2006 (also

30 unconstrained benchmark functions) in addition to statistical tests such as the Friedman

ranking test [73] and the Holm-Sidak test [74] is used to prove the significance of Jaya’s al-

gorithm and other algorithms. The findings indicate that the Jaya algorithm performs well,

and it is concluded that the Jaya algorithm can be utilized to solve both constrained and

unconstrained optimization problems. We cannot claim that Jaya’s algorithm is the ”best”

algorithm when compared to others, but what researcher Rao wants to highlight about

Jaya’s algorithm is that it is simple to implement, has no algorithm-specific parameters,

and generates optimal results in a relatively small number of function evaluations.

The Jaya algorithm’s structure is quite similar to that of Particle Swarm Optimization

(PSO). The particles in PSO work towards both the personal best and the global best si-

multaneously; meanwhile, the Jaya algorithm prefers to lead to the best solution and away

from the worst solution and has no inertia. As shown in the following equation:

X
(

i+1
)

j = Xi + r1 ·
(
Xb, j − |Xi

j|
)
− r2 ·

(
Xw, j − |Xi

j|
)

(3.1)

Notation:

X
(

i+1
)

j The update value of Xi
j and r1 the best candidate;

Xb, j The value of the variable j for the best candidate;

Xw, j The value of the variable j for the worst candidate;

r1 and r2 Random numbers i.i.d. from [0.1].

It is described in formula 3.1 that X
(

i+1
)

j is the updated value that has met the require-

ments of being satisfied or the best candidate. To obtain the condition satisfied value,

Xb, j includes the best candidate from the value of a variable j in all candidate solutions,

whereas Xw, j contains the worst candidate from variable j in all candidate solutions. Then
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Figure 3.1: Flowchart of the Jaya algorithm.

for ”r1 ·
(
Xb, j − |Xi

j|
)
” represents the solution’s propensity to get closer to the best solu-

tion, and ”−r2 ·
(
Xw, j − |Xi

j|
)
” represents the solution propensity to avoid the worst solution.

In conclusion, the best and worst solutions are generated by updating the iteration values

of the distance tendencies of the best and worst candidate solutions, which are combined

along with the initial and random values.

When a position on Xbest and Xworst changes and has a better objective value, it will

replace the current status. The Jaya equation can also describe as the previous position

plus the best term minus the worst term. Another distinction between Jaya and PSO is that

in Jaya, the best and worst solutions will update at each time of iteration. Still, in PSO,

the global best and personal best are updated whenever a better solution is identified [75].

Figure 3.1 describes the Jaya algorithm flowchart.

After Rao presented the Jaya algorithm, it quickly gained popularity among some re-

searchers and became one of the most potent ways for solving various issues. Kunjie Yu

[76] introduced the performance-guided Jaya algorithm (PGJAYA) to assess, regulate, and
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track maximum power points in photovoltaic (PV) systems. The PGJAYA method is per-

formed to extract parameters from various PV models. As a result of its improved perfor-

mance at different irradiation and temperatures, PGJAYA has emerged as a viable parameter

identification method for PV cell and module models. Moreover, the Jaya algorithm has

also been modified by using other algorithms to increase Jaya’s performance. This research

[77] overcomes the problem of being stuck in local minima by combining Levy Flight and

Greedy selection concepts into Jaya’s basic algorithm.

Most existing swarm-based algorithms include standard controlling parameters, such

as particle number, or specific parameters, such as weight and global best in the PSO algo-

rithm shown in the equation (2.2) and (2.3) described in Chapter 2. In addition, the equation

(3.2) from the Firefly algorithm [78] also shows some of the parameters used, such as β,

α, and ε. Meanwhile, the Jaya equation (3.1) only consists of random values, the best and

the worst positions. Since the Jaya algorithm requires only the standard control parame-

ters and does not require any algorithm-specific control parameters, tuning is not required.

Therefore in this work, we want to investigate the influence of new parameter settings on

the Jaya algorithm by doing a parametric study. This method is evaluated on seventeen

unimodal and multimodal benchmark functions [79], and the experimental results showed

considerable improvements in exploration capabilities and convergence speed without be-

ing trapped in local optima.

Xt+1
i = Xt

i + β0e−γr2
i j
(
Xt

j − Xt
i
)

+ αtε
t
i (3.2)

Notation:

β0 The attractiveness at r = 0.

αt The randomization parameter.

ε t
i Vector of random numbers drawn from a Gaussian distribution or

uniform distribution at time t.

25



CHAPTER 3. PARAMETRIC STUDY OF METAHEURISTIC SEARCH
ALGORITHMS

3.1.2 Some Insights Into Jaya Algorithm

It has previously been stated several times that the Jaya method is parameter-free. There

has not been any investigation so far to see if that is true, indicating method to improve

Jaya by incorporating parameters hidden in the original formulation. This section present a

theoretical explanation for why the usage of such hidden parameters can be advantageous.

Suppose an objective function best described by the metaphor ”island in the middle of

a lake.” What we mean is a real-valued function defined over R and two range values a

and b. For |x| > a we set f (x) = 1, for a ≥ |x| ≥ b we set f (x) = 1000 and for |x| < b

we set f (x) = 2. Concerning the metaphor, the first case is the mainland, providing the

absolute minimum of the function, the second part the lake, with worse objective values,

and surrounding the island of the third case, technically a local optimum. Furthermore, in

this case, we are considering the minimization problem.

Regarding the Jaya algorithm update formula, Eq. (3.1) it can be observed that the

magnitude of change is within intra-population distances. The change in the x position

can be at most the largest difference between any coordinate of any individual. But then,

the modified x-position is only updated if there is an improvement in the objective function

values (compared to PSO, Jaya doesn’t have inertia). It means if we choose a small b (small

island, say b = 1) and large a (far away from mainland, say a = 100) and also assuming

that the initialization of Jaya happened such that all individuals are located on the island,

there will be never a probe of a position far enough from the island to reach the mainland.

In all cases it will be |x| ≤ 2 and f (x) either 2 or 1000, no x will ever reach an optimum

position with |x| > a. Thus, Jaya will become stuck on the island.

Therefore in case, introducing parameters might assist, be it even a theoretical and

impractical way. For example, consider the case where weights are added in Eq. (3.1) for

the repulsion term. If we select a weight large enough, it can be sufficient to probe x values

of |x| > a. Of course, we can also set a range parameter for r1, r2 with same effect. This is

a purely theoretical argument, and we do not know how it will impact Jaya’s effectiveness

when dealing with real-world problems or test functions. A series of experiments described

below were carried out to determine the impact of weighting parameters on performance.

The second insight is about the deviation of Jaya Eq. (3.1) from a pure vector notation.
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We mean the use of |Xi
j| in the Jaya update rule instead of just Xi

j. The latter case would

describe a vector pointing away from the worst or towards the best. Using the absolute,

and once there is a mixture of positive and negative component values, the change of an

individual vector becomes a somewhat unpredictable issue. So far, we could not find any

explanation or consideration about the choice of the absolute value, but given Jaya’s result

on various applications from literature, it does not seem to be a drawback. Therefore, it

is also interesting to see what happens if we select other functions instead of the absolute

value.

In the next section, we conduct a series of experiments to investigate the influence of

hidden parameter settings on Jaya performance, i.e.:

• weights for the first and second update term,

• ordered-weights for also taking second-worst and second-best into account, and

• variants of the coordinate function.

3.2 Methodology

3.2.1 Proposed Concept

The effectiveness of optimization is closely related to the fine-tuning of all parameters.

Some swarm-based algorithms have general controlling parameters, such as the number

of particles, while others, such as the PSO algorithm, have specific controlling parame-

ters, such as weights and global best. Meanwhile, Jaya’s method requires general control

parameters and does not require algorithm-specific control parameters; thus, tuning is not

required. Therefore the effect of setting new parameters on the Jaya method will be intro-

duced in this section.

This concept is based on our objective of figuring out how the Jaya equations may be

simple while still producing efficient results based on the best and worst solutions at the

same time. More precisely, which of the two parts of the optimization process is the most

efficient. Therefore, in conclusion, we introduce weights to indicate that both the best and

worst sides must have equal weights. This argument is premised on the study’s goal of
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confirming whether Jaya’s algorithm is parameter-free; therefore, we propose giving equal

weight to the distance to the best and the distance away from the worst. Following that,

determining which of the second best and second worst impacts is more influential offers a

positive impression of Jaya’s algorithm’s performance.

We investigated two items to see how hidden parameter settings affected Jaya’s perfor-

mance: The first is to change the weights for best and worst, and the second is to change

the weights by incorporating second best and second-worst. Here, we examined the per-

formance of Jaya’s algorithm by implementing 12 unconstrained Benchmark functions to

obtain concrete results that show the influence of parameter settings on the performance of

Jaya’s method.

1. The first test uses two distinct weights (1 0 2) and (2 0 1). Then make a comparison to

the results of the Jaya algorithm. The number 0 in the middle represents the solution

center group; the first weight is for the best, and the third is for the worst, other than

that is 0. From the original equation 3.1, we can derive Jaya’s formula as follows:

X
(

i+1
)

j = X(i)
j + 1 · r1 ·

(
Xb, j − |X

(i)
j |

)
− 2 · r2 ·

(
Xw, j − |X

(i)
j |

)
(3.3)

X
(

i+1
)

j = X(i)
j + 2 · r1 ·

(
Xb, j − |X

(i)
j |

)
− 1 · r2 ·

(
Xw, j − |X

(i)
j |

)
(3.4)

2. We utilized five additional weights for the second test: (0.9 0.1 0 0.1 0.9), (0.7 0.3

0 0.3 0.7), (0.5 0.5 0 0.5 0.5), (0.3 0.5 0 0.5 0.3), and (0.8 0 0 0 0.8). In terms of

notation, the same applies here, but weights for second best and worst are introduced

as follows:

X
(

i+1
)

j = X(i)
j + 0.9 · r1 ·

(
Xb1, j − |X

(i)
j |

)
+ 0.1 · r2 ·

(
Xb2, j − |X

(i)
j |

)
−0.1 · r2 ·

(
Xw1, j − |X

(i)
j |

)
− 0.9 · r2 ·

(
Xw1, j − |X

(i)
j |

) (3.5)
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X
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i+1
)

j = X(i)
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(i)
j |

)
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j |

)
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j |
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j |

) (3.6)

X
(

i+1
)

j = X(i)
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(i)
j |

)
+ 0.5 · r2 ·

(
Xb2, j − |X

(i)
j |

)
−0.5 · r2 ·

(
Xw1, j − |X

(i)
j |

)
− 0.5 · r2 ·

(
Xw1, j − |X

(i)
j |

) (3.7)

X
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i+1
)

j = X(i)
j + 0.3 · r1 ·
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Xb1, j − |X

(i)
j |

)
+ 0.5 · r2 ·

(
Xb2, j − |X

(i)
j |

)
−0.5 · r1 ·

(
Xw1, j − |X

(i)
j |

)
− 0.3 · r2 ·

(
Xw1, j − |X

(i)
j |

) (3.8)

X
(

i+1
)

j = X(i)
j + 0.8 · r1 ·

(
Xb, j − |X

(i)
j |

)
− 0.8 · r2 ·

(
Xw, j − |X

(i)
j |

)
(3.9)

3.2.2 Unconstrained Benchmark Functions

A test function is required to validate and compare Jaya’s performance with addi-

tional weight parameters. Many tests or benchmark functions have been widely uti-

lized for evaluating new algorithms, and in this study, we choose 12 unconstrained

Benchmark functions, as provided in Table 3.1 from the literature survey of bench-

mark function [79].

In the following, we briefly explain 12 unconstrained optimization test problems that

can be used to validate the performance of optimization algorithms.

• Sphere Function [80] (Continuous, Differentiable, Separable, Scalable, Multimodal)

fS phere(x) =

D∑
i=1

x2
i (3.10)
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Table 3.1: Unconstrained benchmark functions.

F Function Dimension Search Range C
F1 Sphere 30 [-100,100] MS
F2 Sum Squares 30 [-10,10] US
F3 Beale 5 [-4.5, 4.5] UN
F4 Easom 2 [-100, -100] MS
F5 Matyas 2 [-10,10] UN
F6 Colville 4 [-10,10] MN
F7 Zakharov 10 [-5, 10] MN
F8 Rosenbrock 30 [-30,30] UN
F9 Branin 2 [-5,10] MN

F10 Booth 2 [-10,10] UN
F11 GoldStein-Price 2 [-2,2] MN
F12 Ackley 30 [-32,32] MN
Note: F: Function, C: Characteristic, MS: Multimodal Separable, US: Unimodal Separable, UN: Unimodal Non-separable MN: Multimodal Non-separable.

subject to 0 ≤ xi ≤ 100. The global minimum is located at x∗ = f (0, ..., 0), f (x∗) = 0

• Sum Squares Function [81] (Continuous, Differentiable, Separable, Scalable, Uni-

modal).

fS umS quares(x) =

D∑
i=1

ix2
i (3.11)

subject to −10 ≤ xi ≤ 10. The global minima is located x∗ = f (0, ..., 0), f (x∗) = 0.

• Beale Function [79] (Continuous, Differentiable, Non-Separable, Non-Scalable, Uni-

modal).

fBeale(x) = (1.5− x1 + x1x2)2 + (2.25− x1 + x1x2
2)2 + (2.625− x1 + x1X3

2)2 (3.12)

subject to −4.5 ≤ xi ≤ 4.5. The global minimum is located at x∗ = (3, 0.5), f (x∗) = 0.

• Easom Function [82] (Continuous, Differentiable, Separable, Non-Scalable, Multi-

modal).

fEasom(x) = − cos(x1 cos(x2) exp
[
−(x1 − π)2 − (x2 − π)2

]
(3.13)
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subject to −100 ≤ xi ≤ 100. The global minimum is located at x∗ = f (π, π), f (x∗) =

−1.

• Matyas Function [81] (Continuous, Differentiable, Non-Separable, Non-Scalable,

Unimodal).

fMatyas(x) = 0.26(x2
1 + x2

2) − 0.48x1x2 (3.14)

subject to −10 ≤ xi ≤ 10. The global minimum is located at x∗ f (0, 0), f (x∗) = 0.

• Colville Function [79] (Continuous, Differentiable, Non-Separable, Non-Scalable,

Multimodal).

fColville(x) = 100(x1 − x2
2)2 + (1 − x1)2 + 90(x4x2

3)2 + (1 − x3)2

+10.1((x2 − 1)2 + (x4 − 1)2) + 19.8(x2 − 1)(x4 − 1)
(3.15)

subject to −10 ≤ xi ≤ 10. The global minima is located at x∗ = f (1, ..., 1).

• Zakhharov Function [83] (Continuous, Differentiable, Non-Separable, Scalable,

Multimodal).

fZakharov(x) =

n∑
i=1

x2
i +

(1
2

n∑
i=1

ixi
)2

+
(1
2

n∑
i=1

ixi
)4 (3.16)

subject to −5 ≤ xi ≤ 10. The global minima is located at x∗ = f (0, ..., 0), f (x∗) = 0.

• Rosenbrock Function [84] (Continuous, Differentiable, Non-Separable, Scalable,

Unimodal).

fRosenbrock(x) =

D−1∑
i=1

[
100(xi+1 − x2

i )2 + (xi − 1)2
]

(3.17)

subject to −30 ≤ xi ≤ 30. The global minima is located at x∗ = f (1, ..., 1), f (x∗) = 0.

• Branin Function [85] (Continuous, Differentiable, Non-Separable, Non-Scalable,
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Multimodal).

fBranin(x) = f (x) = a(x2 − bx2
1 + cx1 − r)2 + s(1 − t) cos(x1 + s (3.18)

the recommended values of a, b, c, r, s and t are: a = 1, b = 5.1 / (4π2), c = 5/π, r =

6, s = 10 and t = 1/(8π).

with domain −5 ≤ x1 ≤ 10, 0 ≤ x1 ≤ 15. It has three global minima at x∗ f (
{
−

π, 12.275
}
,
{
π, 2.275

}
,
{
3π, 2.425

}
), f (x∗) = 0.3978873.

• Booth Function [79] (Continuous, Differentiable, Non-separable, Non-Scalable, Uni-

modal).

fBooth(x) = (x1 + 2x2 − 7)2 + (2x1 + x2 − 5)2 (3.19)

subject to −10 ≤ xi ≤ 10. The global minimum is located at x∗ = f (1, 3), f (x∗) = 0.

• Goldstein Price Function [86] (Continuous, Differentiable, Non-separable, Non-

Scalable, Multimodal).

fGoldsteinPrice(x) =
[
1 + (x1 + x2 + 1)2(19 − 14x1 + 3x2

1 − 14x2 + 6x1x2 + 3x2
2

]
×

[
30 + (2x1 − 3x2)2(18 − 32x1 + 12x2

1 + 48x2 − 36x1x2 + 27x2
2

] (3.20)

subject to −2 ≤ xi ≤ 2. The global minimum is located at x∗ = f (0,−1), f (x∗) = 3.

• Ackley Function [85] (Continuous, Differentiable, Non-separable, Scalable, Multi-

modal).

fAckley(x) = −a exp
( −b

√√
1
d

d∑
i=1

x2
i
)
− exp

(1
d

d∑
i=1

cos(cxi)
)

+ a + exp(1) (3.21)

recommended variable values are: a = 20, b = 0.2, and c = 2π

subject to−32.768 ≤ xi ≤ 32.768. The global minimum is located at x∗ = (0, ..., 0), f (x∗) =

0.
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The selection is based on two aspects: they are usually part of another set of benchmark

functions, and the goal is not to propose the absolute best algorithm but to compare the

effect of parameter settings on performance directly. The Jaya algorithm provided the result

for 25 populations with a complete fitness evaluation of 500000.

3.3 Experimental Evaluation

Table 3.2 shows the results of the first evaluation using the first method with two differ-

ent weights. Because this is an initial experiment, the function selection differs slightly

from the main experiment. Aside from the two roles, there are no benefits, although disad-

vantages are conceivable. We cannot think of an effective method to improve Jaya in this

way.

Table 3.2: Result obtained by the Jaya algorithm with two different weight.

Function Standard Deviation
(102) (201) Jaya

Sphere 0 0 0
SumSquares 0 308.28 0

Beale 0 0 0
Easom 0 0 0
Matyas 0 0 0
Colville 0 0 0

Zakharov 0.00364 0.000033 0
Rosenbrock 0.000014 8888003 0

Branin 0 0 0
Booth 0 0 0

GoldStein-Price 0.000008 0.000007 0
Ackley 0.045268 0.001646 0

The dimension values from the benchmark function are presented in Table 3.3 for equa-

tion (3.5) with a weight1 of (0.9, 0.1 0 -0.1 -0.9). According to method 2, the weight al-

ternatives include the second-best tensile force and the second-worst repulsion force. The

Beale function, which has five different weights, is one of the unconstrained benchmark
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functions shown in Figure 3.2.

Table 3.3: Result obtained by the Jaya algorithm with five different weight.

F Dimension
Jaya W1 W2 W3 W4 W5

F1 0 0 0 0 0 0
F2 0 0 0 0 0 0
F3 0 0.34 0.0009 0.015 0.0084 0.0008
F4 0 0 0.19 0 0.0002 0
F5 0 0 0 0 0 0
F6 0 0 0.52 0.45 1.13 1.38
F7 0 0 0 0 0 0
F8 0 0 1647.1 7.97 0 0.88
F9 0 0.0003 0.0053 0.0063 0.0008 0.001
F10 0 0 0 0 0 0
F11 0 0.012 0 0.106 0.012 0
F12 0 0.81 0 0 0 0.42

Figure 3.2: Fitness convergence in the case of Beale function with five different ordered
weights.
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We also evaluated the 95% statistical significance for the data presented in Table 3.3.

The initial weight (0,9 0,1 0 -0,1 -0,9), the p-value is 0.1875 indicates that Jaya with stan-

dard parameter settings is not significantly better (only relatively better), whereas for other

weights ((0.7 0.3 0 -0.3 -0.7), (0.5 0.5 0 -0.5 -0.5), (0.3 0.5 0 -0.5 -0.3), (0.8 0 0 0 -0.8) the

p-value of 0.0625 indicates Jaya with the basic parameter settings significantly better than

Jaya with the additional parameter settings since the p-value normally is 0.05., as shown in

Table 3.4.

Table 3.4: Test on statistical significance for Beale function using Wilcoxon Signed-Rank
test.

Weight V P-Value
(0.9 0.1 0 -0.1 -0.9) 2 0.1875
(0.7 0.3 0 -0.3 -0.7) 0 0.0625
(0.5 0.5 0 -0.5 -0.5) 0 0.0625
(0.3 0.5 0 -0.5 -0.3) 0 0.0625

(0.8 0 0 0 -0.8) 0 0.0625

This study’s experimental results demonstrate that Jaya still performs best without

weighting parameters for most functions, as present in the paper [87]; the Jaya method

analyzes different optimum power flow (OPF) problems. The authors utilize the basic Jaya

algorithm in this study, with no additional controller parameters. The results show that the

Jaya algorithm can provide an optimal solution with expeditious convergence, and when

compared to other stochastic algorithms, the Jaya algorithm leads in terms of solution op-

timality and feasibility, demonstrating its efficiency and potential.

3.4 Discussion

After experimenting with different weight values, the study perspective on Jaya becomes

more convincing regarding the parameter controller. Furthermore, the fitness convergence

plots are compared and examined extensively to understand better how the weights impact

the search in the Jaya process. This effect allows us to predict how fast the stagnation will
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occur (being trapped in the local minima or unable to locate a better solution because the

search is too dispersed).

As previously stated in this study, several sections of Jaya’s formula were modified

to see the data differently. The modification was to attempt the Booth function formula

without absolute values (abs), which resulted in best = 0, worst = 0.000001, mean = 0,

and standard deviation = 0. We can achieve a good result even while utilizing the sinus as

a coordinate function. We also test the Beale function, as given in Table 3.5, and acquire

satisfying results.

Table 3.5: Modified Jaya formula used Beale function.

Function Best Worst Mean SD
Square 0 0.000003 0.000001 0.000001

Log 0 0.000006 0.000002 0.000002
Sin 0 0 0 0

SD: Standard Deviation.

We may conclude from this experimental research that Jaya’s basic algorithm still

works effectively without additional parameters. As one of the most well-known optimiza-

tion algorithms at the moment, there are still certain elements that need to be researched,

such as the influence of the coordinate function, because it appears to be capable of im-

proving performance in some cases. Aside from that, the Jaya algorithm still requires

comprehending how this seemingly simple and good algorithm performs.

The purpose of this research is to have a clear insight of Jaya in terms of stochastic/anti-

gradient-based search. The average values of these alternative coordinate functions are

connected to individual coordinate values, with random variations around these values. The

search in the general gradient-derivative learning method will be for a change in the value

of the most potent objective function. We can see the composition of this direction with the

opposite direction of the most significant loss here (called anti-gradient now). Therefore,

in conclusion, more research is required to determine how much this improves the vision

and provides a means to comprehend and plan Jaya’s application in practice (as well as

the design of other algorithms or modifications of known algorithms in a similar sense).
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This study also teaches us about the importance of parameter setting in MHS to determine

whether the algorithm does not become too difficult to use because we have to find and set

many parameters.

3.5 Summary

In this chapter, we propose modifying the parameters of the basic Jaya algorithm to see

whether Jaya is parameter-free. Related to the concept of Jaya, where the solution obtained

for a given problem moves towards the best solution and away from the worst solution, we

first want to investigate the efficient but straightforward Jaya formula, which is based on

the best and worst solutions simultaneously, more specifically, which of both is the most

effective in the optimization problem.

Then we introduce the weights, which will have an equal number of weights on both the

best and worst sides. Finally, we examine the second best and second worst impacts, which

gives us a decent idea of how the algorithm operates. The performance of the algorithm is

evaluated using 12 unconstrained benchmark functions.

The experimental results confirm that Jaya’s algorithm still performs better without

weighting parameters for some functions. After altering the weight values, the results of

this experiment also reveal Jaya’s perspective more clearly.
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Chapter 4

Embedded Metaheuristic Search
Algorithms for Blockchain
Proof-of-Work

Following the description of the metaheuristic search (MHS) algorithm and parametric

studies in chapters 2 and 3, we suggest implementing one of the MHS in the second re-

search approach, which is to embed it in the Blockchain Proof of Work in this section. The

description covers an introduction to Blockchain and Proof of Work, the problem of excess

energy, a solution suggestion, and lastly, the implementation of the MHS method to the

problem.

4.1 Introduction

The concept of Blockchain, particularly as a ledger for bitcoin transactions, has resulted

in massive amounts of electrical energy being wasted performing Proof of Work (crypto-

graphic puzzles) tasks. Considering these difficulties, we propose an alternative approach

for this energy to be spent, at least for a useful purpose, solving a real-world optimization

problem.

This chapter focuses on the Blockchain field by proposing an alternative concept of

using an iterative optimization algorithm to provide the Proof of Work (PoW) required to
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extend the Blockchain with new blocks and implement it using the Traveling Salesperson

Problem as a problem model. The basic idea is to lower the tour cost for the best tour

identified for block n, which is then expanded by adding one more city as a prerequisite

for including a new block in the Blockchain. This solution enables the design of restricted

Blockchains while also solving the underlying combinatorial optimization problems. This

problem necessitates using optimization approaches that are more efficient on their own

and can compete in the real world. The MHS algorithm is an exciting class of optimization

algorithms that may be used in the proposed method. The increasing complexity of the

issues addressed by binary PSO is also proven by numerical tests, which are the primary

need for the entire concept to work in practice.

This chapter present a system that uses optimization problems as a PoW instead of the

more common cryptographic puzzles currently in use. Our method is built on the funda-

mental idea that we want to solve the optimization problem iteratively, with optimization

algorithms operating as references. The Traveling Salesperson Problem (TSP) is the op-

timization problem that we employ in this study. TSP is a common NP-hard problem in

determining the best path that different methods can solve. We aim to discover a tour of all

nodes in a weighted graph that minimizes the overall weight in TSP.

The chapter is structured as follows: Section 4.2 is an overview of the background

of this research, Section 4.3 then introduces the concept of embedding optimization tasks

into Blockchain processing. Section 4.4 then discusses concerns relating to the practical

consequences of the suggested method and presents the results of various feasibility studies,

and the chapter is summarized in Section 4.6.

4.2 Blockchain as Public Ledger of Bitcoin Transactions

4.2.1 Blockchain

The Blockchain idea was implemented in the cryptography area before being utilized in

cryptocurrencies. Afterward, Blockchain was developed as a distributed ledger system to

support the Bitcoin currency. This technology enables users to make direct transactions

(peer-to-peer) without requiring the involvement of a trusted third party [88]. Blockchain
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Figure 4.1: A Blockchain example, consisting of a continuous block sequence.

security is generally from arranging a cryptographic puzzle that adds (mining) new blocks

to the Blockchain. However, this consensus process was having significant issues with

squandering too much power energy since miners had to perform many computer calcula-

tions [89].

As a distributed ledger, Blockchain is essentially a distributed system that can be cen-

tralized or decentralized. The distributed ledger here means spread across throughout the

network, with each partner in their network having a copy of the complete ledger. Nodes in

this distributed system can be configured as individual players, and messages from and to

each other can be sent and received. In addition to memory and processing nodes, it might

be destroyed or harmful due to dishonest user behavior.

The Blockchain’s original shape is a hash tree, also known as the Merkle tree, developed

in 1979 by Ralph Merkle [90]. This data format can be used for data verification and

management across computer systems. Data validation is critical in peer-to-peer networks

to guarantee that nothing has changed during the transmission process and prevent the

delivery of false data. This procedure is essentially used to protect and demonstrate the

integrity of the shared data.

Blockchain works as a distributed database to maintain a continuously expanding list

of blocks. A timestamp and a link to the preceding block are consist of each block [91].

Figure 4.1 is an example of a Blockchain structure in which each block is identified by a

cryptographic hash and relates to the preceding block’s hash. This procedure connects the

40



4.2. BLOCKCHAIN AS PUBLIC LEDGER OF BITCOIN TRANSACTIONS

blocks that constitute blockchain.

In 2009, bitcoin developed as an electronic cash system (e-cash), and the word cryp-

tocurrency first surfaced to answer the challenge of distributed consensus in a network

without trust. The PoW mechanism with public-key cryptography is used to offer a safe,

regulated, and decentralized way for generating digital currency, with the core innovative

concept being a blocklist generated from transcripts and cryptographically protected by the

PoW process. Miners must compete to discover numbers more minor than the objective

of network difficulties that are PoW requirements and add new blocks to the Blockchain.

The difficulty in determining the correct value is often referred to as a cryptographic puzzle

[92]. In the next section we will explain more about PoW.

4.2.2 Proof of Work

PoW is one of the standard method to reaching consensus on Blockchain by solving com-

plex cryptographic puzzles but are easy to verify. The difficulty of PoW may be modified

to reflect a Blockchain’s long-term growth and increased technological capabilities. Cur-

rently, the block rate for Bitcoin, as an example of a real-world Blockchain application, is

about one block every 10 minutes [93].

Several consensus protocols are shown in Figure 4.2 have been proposed, some of

which are well-known: PBFT [94], Proof Of Stake [95], and Proof of Elapsed Time [96].

However, most of the existing Blockchain still uses the computationally expensive PoW

consensus mechanism and presently represents over 90% of its entire warehouse capital-

ization of existing digital money [97]. The security of PoW is based on the premise that

no entity should have more than 50% of the processing power since such an entity may

effectively control the system by maintaining the longest chain.

In PoW, each network node computes the hash value for the block header. The block’s

header contains a nonce, which miners regularly modify to have different hash values. The

block is broadcast to all other nodes when a node reaches the target. Following that, all

other nodes jointly validate the hash accuracy. Lastly, other miners will add the verified

block to their Blockchain [98].
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Figure 4.2: Various consensus algorithm in Blockchain.

4.3 The Concept of Embedding Optimization Tasks Into

Blockchain

4.3.1 Proposed Methodology

In this part, we explain in detail the proposed concept. The suggested scheme is shown

in Figure 4.3, which serves as an optimization problem for PoW rather than today’s more

common cryptographic puzzles. Each block generally consists of the TSP memory hash of

the previous block, as detailed in the steps below. The suggested SOLVER scheme encodes

a unique solution for the specified number of cites in each stage/block of the Blockchain

process, as shown in the image using various appropriate optimization algorithms. The

following steps summarize the detailed procedure of the proposed scheme:

• Initialization: The Genesis Block (first block in the new Blockchain) is set up with the

first Blockchain data record (derived from the specific application of the Blockchain),

TSP memory that includes a complex TSP instance given by the locations of cities,
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Figure 4.3: General procedure of the proposed scheme.

and the hash value of all data. Then, a sufficient number of cities from TSP memory

is selected, and SOLVER finds a good tour between those cities. ”Good” and ”suf-

ficient” here mean to have solved a challenging task right from the beginning. The

path p1 of the found tour is stored.

• With a Blockchain of n blocks and a request to add the following block (which al-

ready includes a data record and a previous block’s hash), block n transmits the stored

tour between n cities to block n + 1.

• The new block randomly selects one more city from the TSP memory and extends

the path pn by this new city. The new city can be linked between the first and n-th

city of the former path (but other schemes might be applied). The tour cost T1 of the

extended path is calculated and used as a reference value in the following.
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• SOLVER is now given the task of finding a tour among the n+1 cities with a total cost

of T2 < T1. This task was supposed to be a challenging task by proper configuration.

• The new path found is stored in block n + 1.

• If the algorithm gets stuck (for example, the expanded tour of path pn is accidentally

already the optimal one), the process must be restarted by selecting a different city.

4.3.2 SOLVER Classes

The suggested Blockchain idea requires appropriate optimization algorithms. There exist

exact methods for solving all types of combinatorial optimization problems (COPs), in-

cluding the TSP. The challenge here is that a Blockchain designed to solve optimization

problems like PoW should be scaled such that those algorithms are no longer appropriate.

In other aspects, exact SOLVERs would be detrimental to the approach, and the optimiza-

tion problems must be defined so that the work required to discover an accurate solution is

exceedingly high. However, this can be readily accomplished by increasing the number of

cities. In this section, we discuss various considerations for choices and design alternatives.

This argument requires the use of metaheuristic algorithms. Operating under the gen-

eral soft computing paradigm that higher effort brings a higher precision, such algorithms

can approach optimal solutions to a degree defined by their configuration, most at all popu-

lation sizes and several generations. However, as a brief literature search indicates, most al-

gorithms are designed to solve persistent unconstrained optimization problems. In general,

a transition to the discrete domain of COPs requires certain modifications in the internal

structure and the method for representing a problem. Notably, the operator design to han-

dle TSPs using metaheuristic method resulted in various somewhat complicated approaches

[99] with limited effectiveness.

In order to create appropriate metaheuristics, at the very least, a starting point is re-

quired. We focus on two critical issues: encoding of solutions and fitness evaluation.

There are both general and basic encoding techniques available. Assume the solution

(particle, gene, . . . ) given as a vector x of n elements xi (i = 1, . . . , n), where n is the

number of cities of a TSP. So, we must map a real-valued vector to a permutation of the

numbers from 1 to n that represents a tour.
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• Asymmetric encoding: The xi is from the range [0, n − 1] and in the first step, we

round all values, thus having a set of n integers. Then, x1 + 1 is the index of the first

city in the tour. Next, after removing this city from the index set, x2 mod (n − 1) + 1

is the index of the 2nd city in the tour among the remaining indices, and so on,

xk mod (n − k + 1) + 1 the index of the k-th city among the remaining ones in the

tour. For example, having three cities, and after rounding the solution x = (1, 0, 2),

it refers to the path p = (2, 1, 3). The problem here can be that the impact of each

solution component differs. For example, the value of the last number does not play

a role as the selection is always the last city remaining, while the first city is directly

selected (therefore, we call it asymmetric encoding).

• Order encoding: In this method, the influence of each component can be increased.

The index order corresponds with the ordering of the solution components and using

the original position order in the solution vector in case of ties. For example, a vector

(there is no need to round or restrict the range) x = (0.25, 0.05, 0.13, 0.76, 0.05),

using minimum ordering, would represent a path p = (2, 5, 3, 1, 4) (x2 and x5 are

equal, so they are kept in the original order). Here, all components have the same

influence on the absolute path, but their magnitude does not matter on the minus side.

• There might be alternatively the interest to convert the real-valued solution vector

first into a bitstring. The reason behind it can be that over the years, much experi-

ence has been accumulated to handle COPs by Standard Genetic Algorithms. This

conversion is usually achieved by thresholding (e.g., for the PSO in [100]). The

metaheuristic algorithm maintains internal processing based on real-valued vectors

under one restriction: the components are from the range [0, 1]. Then each time it

comes to a fitness calculation, the components are thresholded by 0.5, and the corr.

component of the bitstring becomes 0 if it is smaller than 0.5 and 1 otherwise. In a

variation of this method, removing the obligation to use 0.5 as a threshold, we are

currently investigating a generic algorithm design where a co-population of thresh-

old vectors is added to the algorithm. Then, in each iteration step, the thresholds

are evaluated parallel to the individual solutions population. The average fitness of

all individuals determines the fitness of a single threshold if using that threshold for
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converting the individual real-valued vector into a bitstring (to make it clear, if ti is

the i-th component of the thresholder, than xi is replaced by 0 if xi < ti and by 1

otherwise). Then, evolutionary operators are applied to the threshold population in a

standard way. Next, the best threshold is used to convert all individuals into bitstrings

to get the individuals’ fitness values needed for the original metaheuristic. After a

termination criterion is met, the thresholds can be thresholded themselves, simply by

0.5, in order to get another bitstring solution in a reversed fashion: small components

indicate that the corresponding bit is most likely set to 1, while components close

to 1 indicate a most likely bit value of 0. This is a rough overview of the threshold

concept results with that procedure a subsequent study presented in a forthcoming

publication.

In summary, using such methods, any metaheuristic can be made suitable to handle the

corr. Blockchain optimization problem in an approximating manner. After all, it can trigger

the suggested technique to work as a benchmarking tool for a direct comparison, leading

to superior algorithms. It is opposed to the present technique of solving cryptographic puz-

zles, in which, aside from identifying systemic flaws in hashing algorithms, there seems

not much contribution to any cryptographic methodology. Simply said, the authors hypoth-

esize that using the suggested concept in real-world practice would drive the development

of powerful new algorithms.

4.4 Experimental Evaluation

PSO-based optimization is used to get the best solution for each stage of the proposed

Blockchain system. The 10000 route instance used to solve the TSP problem for 30 cities

is demonstrated in Figure 4.4. All values in the graph are not highlighted to provide a clear

illustration. However, the graphic indicates that an optimum objective with a smaller total

distance is selected after multiple iterations.

Furthermore, Figure 4.5 illustrates the optimal route result (optimum distance) deter-

mined for each city. This experiment involves 10000 iterations, 10 particle counts, a max-

imum velocity of 4, and an objective number of 86.63. At each stage of the Blockchain
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Figure 4.4: PSO optimized routes for TSP problem with 10000 iterations.

Figure 4.5: The optimum route result (optimum distance) selected for each number of the
city.

process, the optimal route is determined and encoded as PoW. One of the routes chosen for

Blockchain number 22 is : 0, 19, 7, 18, 12, 5,13,4,11,2,15,1,20,3,17,10,8,6,9,14,16, with a

distance of 199.034. The encoding might differ from block to block, but as mentioned in

step 4, the core idea requires a binary conversion of each city route.

As stated in the previous paragraph, Blockchain aimed at solving optimization problems

as PoW should be scaled to determine the result as tricky as feasible. For each specific part

of the Blockchain scheme, the whole concept for adding security features for the Solver
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algorithm is based upon finding the unique solution for each step of the TSP problem. The

experimental results demonstrated that utilizing the concept suggested can lead to new,

robust systems in the real-world scenario.

However, as previously stated, any metaheuristic may be adapted to deal with combina-

torial optimization problems, including TSP. As shown in Figure 4.6, another metaheuristic

optimization method known as Quantum Behave PSO (QPSO) is used to analyze the best

solution for the TSP problem [101]. As previously stated, the QPSO belongs to the BBPSO

family, which evaluates each particle location using a double exponential distribution.

This study offers a mechanism for resolving complicated cryptography challenges that

can affect how current method work. Figure 4.6 demonstrates several optimized results

(best cost) in terms of the total number of iterations necessary by SOLVER in each block

of the proposed Blockchain to reach the optimal value (best route). We selected a limited

number of populations (cities) with the exact coordinates as prior trials for demonstration

reasons.

The behavior of each particle, however, is affected by how the value of α modifies. In

conclusion, the following parameters have been chosen for this particular experiment: Min

α = 0.08 and Max α = 0.9 for the following city locations:

X = [30, 40, 40, 29, 19, 9, 9, 20, 10, 5, 30, 23, 8, 12, 4,

42, 25, 31, 8, 29, 39, 41, 38, 27, 28, 15, 14, 7, 37, 3]

Y = [5, 10, 20, 25, 25, 19, 9, 5, 5, 5, 12, 20, 3, 20, 15,

6, 11, 18, 4, 9, 12, 21, 17, 16, 24, 13, 26, 32, 23, 41]

4.5 Discussion

The experimental results demonstrate that as the number of cities increases (the number

of cities in each block increases), so does the number of iterations, and the optimized cost

decreases. However, depending on the number of cities, the objective can be met with

fewer iterations. For this experiment, we set the total number of iterations for each city is

to 400. In figure 4.6 the total number of particles is set to 100, Minimum Alpha: 0.9, Max-

imum Alpha: 0.08, total iteration: 400, alpha = (maxalpha − minalpha) × (MAXIT ER −

t)/MAXIT ER + minalpha. However, this number can vary depending on how many cities
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 4.6: Simulation result of QPSO for TSP problem for different number of cities.
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Figure 4.7: The frequency of the iteration number versus optimized cost value for TSP
problem.

are involved in the specific TSP problem. From figure 4.6a to 4.6o it show the changes

in the iteration to optimize the performance of the different number of cities in each block

show a significant difference in the number of iterations and the reduction of optimized

costs.

Figure 4.7 represents the frequency iteration number versus optimized cost value (using

the QPSO optimization algorithm) for the TSP problem. The results show the differences

in iteration and the best value in each Blockchain block. Figure 4.7 also indicates that the

number of iterations required to reach the next level, thereby adding a new block, rises in a

relatively linear way. This solution also allows the Blockchain concept to be scaled so that

it is neither complex nor straightforward to solve. In conclusion, several MHS optimization

techniques may be used in the proposed method to create a more straightforward and more

secure design of restricted Blockchains.

In a recently published journal, author López [102] shows how MHS address Crypto-

graphic Boolean Functions (CBFs) problems. Developing (CBFs) with high nonlinearity

is a challenging task, and several heuristic methods have been proposed to solve it, but the

results obtained so far have not been as effective as those obtained using algebraic tech-

niques. The author López presents a set of trajectory-based and population-based MHS
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approaches for producing CBF with high nonlinearity. Based on this problem and our find-

ings, we assume that MHS algorithms can address complicated cryptographic problems by

integrating diversity-based MSH.

According to the findings of this study, the MHS search algorithm has shown to be

effective in implementing PoW on the Blockchain. We proposed TSP as a problem model

instead of solving usual cryptographic puzzles in PoW. When we implement this concept

to the Blockchain in the future, every block will consist of a TSP memory hash and other

continuous data. Since TSP is used to generate the block, miners can save time and energy

to solve hashes on the Blockchain.

4.6 Summary

Blockchain technologies have recently caught the interest of several researchers from across

the world. This technology enables direct (peer-to-peer) transactions to occur without the

involvement of trusted third parties. However, the Blockchain’s security may be enhanced

based on a cryptographic-based method known as PoW. This chapter presented a method

for providing the PoW required to add a new block to expand the Blockchain using iterative

optimization algorithms. TSP is used as the optimization problem in this study. Implement-

ing the appropriate MHS approach in the suggested SOLVER class can develop a secure

and influential algorithm.

We may conclude from the results of the study that SOLVER (the suggested approach)

can transform the way present systems address complicated cryptographic problems. This

approach also allows for the development of algorithms based on the Blockchain idea so

that it is not too easy and secure but also not too complex to solve.
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Chapter 5

Idle-Metaheuristic for Flower
Pollination Simulation

Later in this section, we present a second research approach that includes suggested meta-

heuristics search (MHS) algorithms that have been adjusted to be relevant to this second

field. The description covers the real-world problem of cocoa flower pollination, the pro-

posed Idle-Metaheuristic, and the implementation of the selected method to the flower

pollination simulation.

5.1 Introduction

Many optimization techniques have been created, inspired by nature, and adapted to answer

various optimization problems since nature is a good source of inspiration for optimization

method. In this chapter, we presented a MHS to be used in a new field inspired by nature,

specifically pollination optimization in cocoa plants.

Pollination is an essential biological cycle that the practically most plant requires to

produce seeds and fruit. One of them is the cacao plant, whose fruit production success is

almost entirely dependent on pollination [103], and we utilize the cacao plant as a model of

the challenge to be solved through optimization in this study. We can find the cacao plant

(Theobroma Cacao) almost anywhere, but the most prevalent is in tropical places, including

West Africa, Indonesia, Central and South America, and Hawaii. The term cacao can be
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interchangeably used with the term cocoa, as we will also do here in the following. Because

cocoa flower pollinators favor humid conditions, this geographical issue is a challenge for

chocolate manufacturing. Another issue concerning cacao plants is that the flowers are so

small and distinct from other flowers that only a few flies genera, most notably a tiny midge

called Forcipomyia Inornatipennis (FP), can pollinate them. Because the cacao flower is

tiny and nearly odorless, it does not draw the interest of many insects, mainly traditional

pollinators like bees.

The purpose of FP is to explore cacao flowers more regularly than other insects to

collect nectar for feeding and egg maturation. The pollination process in cacao flowers

may be illustrated as follows: whenever the FP collects nectar from the cacao flower, the

FP unintentionally contacts the bunch’s head, leading pollen to be expelled and adhere

to the FP. The pollen adhering to the FP acquired from one flower then meets the pollen

contained on another cacao flower visited by the FP, so this process is causing accidental

pollination.

Cocoa plants are self-incompatible tree species, which means they fertilize flowers on

other trees, including the same type known as cross-compatible. Since self-pollination is

not optimal for cacao plants, the only acceptable way to produce adequate fertilization is

through cross-pollination [104]. Due to this issue, the purpose of this study is to analyze this

process by simulation pollination on cocoa plants utilizing three pollinator collaboration

method:

1. Based on Swarm Intelligence Algorithms;

2. Based on Individual Random Search;

3. Based on Multi-Agent Systems Differential Search Method.

The study focused on theoretical and empirical research into method required to analyze

stochastic optimization algorithms and performance evaluation based on several criteria.

The following briefly describes the process of pollination of FP in cocoa trees based on

Figure 5.1:

• The FP can employ various search strategies to guarantee that the FP collects enough

nectar.
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• However, if the tree has been pollinated, the flowers will no longer be exposed, and

the tree will no longer produce nectar.

• As a result, FP needs to search out different unpollinated trees to collect more nectar.

This procedure is then performed in a 3D virtual environment to illustrate and evaluate

the efficiency of various cocoa pollination method. The following is how this chapter is

arranged. The real-world facts about cocoa pollination are presented in Section 5.2. The

resources and methods used in this study are detailed in Section 5.3. Section 5.4 presents

the experimental results, and last is the discussion, summarizes of this chapter in Section

5.5 and 5.6.

Figure 5.1: Process flow of Forcipomyia pollination.
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5.2 Optimization Problem in Real-World Pollination of Co-

coa Flower

In comparison to flower pollination in general, cocoa flower pollination employs a different

pollination process. Since the flowers on these cacao trees are different from other plants

because they are tiny (average diameter of around 3 cm), allowing only small-bodied insects

to pollinate them (most excluding traditional pollinators such as bees). Cacao flowers have

a distinctive hooded petal that conceals the stamens, making self-pollination and cross-

pollination difficult. However, there is abundant evidence from multiple sources that natural

cross-pollination occurs in significant quantities [105]. According to the observations of

Jones (1912) in Dominica, it is apparent that tiny insects, whether ants, aphids, thrips, or

a combination of the three, are the significant agents engaged in cocoa flower pollination

[106].

Swarms of Forcipomyia Inornatipennis can be divided into two types: (1) normal

swarms and (2) mating swarms. [107]:

1. Normal swarm: The usual FP flying cycle lasts 12 hours. The highest amount of

insects are affected by swarming activity between 5 a.m. and 8 a.m., after which it

swiftly drops to its lowest level from around midday to approximately 2 p.m. when

it begins to climb to a second peak between 5 a.m. and 6:30 a.m. However, insect

activity varies according to the amount of light available. The dawn swarm will not

start until after 9 a.m. if the sky is cloudy. A swarm of 4–80 individuals of both

sexes can fly in either direction within a 100 cm radius, can be seen from 30–180 cm

above the ground. The bigger the swarm, the more midges leave; consequently, the

remaining population is exactly proportional to the number of individuals involved

in the hive.

2. Mating swarm: At dusk, almost 60% of mating swarm activities take place. De-

pending on the day, the swarm can have 2 to 30 individuals, and both hives contain

both sexes. Males aggressively search for females in flight, and male mates in a

swarm often spend 15 minutes with three or four females. This behavior is because

the number of females on flights is always lower than the number of males. If the
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(a) (b) (c)

Figure 5.2: Three variants of the cocoa flowers. (a) Converging. (b) Parallel. (c) Splay.

swarm does not comprise more than four or five pairs, the number of remaining

midges will be affected by the size of the mating swarm for as long as it persists.

Cocoa flowers are not like other flowers in terms of shape, causing them unappealing

to specific pollinators. As seen in Figure 5.2, cocoa flowers feature several staminodes.

These staminodes resemble stamens that are the male portion of the flower, but they do not

produce pollen and are hence sterile. Only small insects can get to the pollen-producing

anthers, which are covered under a hood. Frimpong-Anin’s [108] research stated that the

variations of convergent and parallel staminode flowers preferred staminode-style flowers

for pollination.

Pollination in flowers is an enthralling natural phenomenon that has attracted several

academics who have investigated it. Flower pollination’s objective is to preserve the most

appropriate and ideal plant reproduction in terms of both amount and quality. As mentioned

earlier, all of the flowers’ pollination characteristics and processes cooperate to maintain

that flowering plants reproduce efficiently. As a response to this, the author Xin-She Yang

[109] proposed a novel algorithm based on flower pollination.

Aside from that, from author Diane R Campbell [110] created a pollination simulation

model, and the findings indicated that pollinator and pollen carrier movement patterns im-

pact seed production. Also Alan Dorin and the team [111] was motivated by the connection

between pollinating insects and flowering plants and presented an agent-based simulation

to evaluate the possible effect of heterospecific pollen transmission by insects on two flow-

ering plant species in an environment by including a shared central area and specific-species

refugia.

The previous explanation concludes that the FP system for pollination of cacao flowers
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(a) (b)

Figure 5.3: Flowchart of the pollination model used here: (a) FP. (b) Tree.

differs from the features of flowers in general. Therefore, three approaches are presented

and then analyzed against the FP search method to perceive how they perform. Several

researchers have observed that every living thing in our world has a unique selection be-

havior [112]. Based on this conclusion, a MHS algorithms is provided to support FP in

exploration.

We utilized a simulation to execute the FP’s pollination methodology based on the

principles and concepts provided in [107]. We build a setting that resembles the actual

scenario, such as a cocoa tree with small flowers and FP insects, and Figure 5.3 represents

the flowchart of our proposed method. The FP and tree have a complicated relationship

because the tree cannot self-pollinate, and the FP only needs nectar from the cacao flower,

as previously stated. As a consequence, the flowcharts for FP and the tree both follow

separate flowcharts at the same time. Figure 5.3a demonstrates how the FP searches for

nectar by starting at random positions before deciding on the method to be employed,

whereas Figure 5.3b demonstrates how the FP can accidentally pollinate a tree by carrying
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pollen attached to its body to a separate tree that has not been pollinated. The pollinating

circumstances in this Figure illustrate that pollination occur when an is FP gets closer to a

non-pollinated tree, the nectar level of the FP increases, and the FP brings pollen from that

tree. The flower is pollinated if the FP already delivers pollen from another tree.

5.3 Idle-Metaheuristic embedded to Flower Pollination Sim-

ulation

This chapter explain the resources and methods that we proposed in this study in detail. The

simulation was performed on a cloud-hosted instance of the OpenSimulator server (version

0.9.1). This OpenSimulator provides an appropriate research platform by supporting mul-

tiple frameworks such as server-client architecture, grid architecture, avatar-based control,

concurrency, and scripting support. It became feasible to build an experimental framework

for conducting simulations that can be evaluated, analyzed, and updated through multi-

institutional collaboration inside the so-called hypergrid connecting the various server sim-

ulations globally [113].

For this study, all the experiments were conducted using a Dual-Core Intel Core i5 Mac-

Book @ 3.1 GHz with 8 GB 2133 MHz LPDDR3 of RAM running the viewer (client)

software Firestorm-Release X64. Figure 5.4 shows that the OpenSimulator server was

operating on the Metropolis Metaversum Grid, hosted by Hypergrid Virtual Solution UG.

5.3.1 Experimental Environment

The experiment goal is to mimic the behavior of FP in the real world and then embed it

in a simulation by using a MHS algorithms method for exploration. The use of multiple

metaheuristic searches in this research study enables a nearly comparable real-life scenario,

making it possible to detect unexpected results and investigate the advantages and disad-

vantages of each MHS performed from various perspectives. The following scenarios are

evaluated in order to achieve this objective and measure the effectiveness of the researched

MHS:
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(a) (b)

(c)

Figure 5.4: Implemented simulation in a 3D virtual environment. (a) FP randomly gather-
ing around the breeding site. (b) FP starts searching trees. (c) A tree becomes pollinated.

• FP foraging generally begins in dark, moist places, such as decomposing banana

trees, which also function as FP breeding grounds.

• The FP’s beginning position is random and close to its breeding area.

• The experiment uses the following scenarios: the first case in which the number of

trees available and the number of FP are the same; the second case in which there

are more accessible trees than FP; and the third case in which there are more FP than

trees available.

Table 5.1 and Figure 5.5 illustrate how the simulation operates in each experiment. For

further details, can see the following, where explains how the simulation works in detail:

59



CHAPTER 5. IDLE-METAHEURISTIC FOR FLOWER POLLINATION
SIMULATION

Table 5.1: Scenario of experiment.

Materials Experiment 1 Experiment 2 Experiment 3
FP 10 10 20

Tree 10 15 15
Time (minutes) 20 20 20

Number of Simulation 20 20 20

(a) (b)

(c)

Figure 5.5: Search space environment of experiment. (a) Experiment 1. (b) Experiment 2.
(c) Experiment 3.

1. The simulation was performed in a circular space with a diameter of 90 m consisting

of FP, trees, and FP breeding sites in the middle of the circular space.

2. Figure 5.5 shows the location of each tree. Each experiment contained a different

number of trees, and each tree was located about 6 to 10 meters apart.
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3. The FP is placed at a random location within 5 m of the breeding site before the

simulation begins and will remain at the same height during the simulation, never

rising nor decreasing.

4. One of the algorithm methods is chosen, and FP will begin exploring trees in circle

space for 20 minutes without crossing the border every time the simulation starts. The

time steps for Idle-Jaya, Idle-Cuckoo, Lévy, and Defender Aggressor Game (DAG)

is 1 second and for Idle-CSA (Crow Search Algorithm) is 2 seconds because when

the condition for asking ”memory” needs another response from another FP.

5. Once an FP is within 3 meters of an unpollinated tree, the nectar level of the FP

increases, and the FP carries pollen from that tree. The tree becomes pollinated if the

FP delivers pollen from another tree to the unpollinated tree.

6. Each tree reveals a single flower. Once the FP is near a tree, it will collect one nectar.

After 30 seconds, the flower will reproduce nectar and not produce flowers again if

pollination is complete.

7. FP fly through in explorer of trees till a time limitation is reached.

5.3.2 Methodology of Idle Metaheuristic

In this part, we suggest an alternative approach for this experiment. The first method is

from the Swarm Intelligence Algorithm, and we choose the Jaya Algorithm [71], Crow

Search Algorithm [114], and Cuckoo Search Algorithm [2]. Second, the Individual Ran-

dom Search method, as represented by Levy Flight [115]. The last method uses the Multi-

Agent System Differential Search, i.e., the Defender Aggressor Game (DAG). We did not

utilize the original algorithm in this experiment, but we adapted it to handle deferred fit-

ness. This process means we will not perform direct fitness evaluation, which is necessary

primarily for the Swarm Intelligence Algorithm.

The FP may also not focus on optimizing nectar consumption because this has no di-

rect influence on the number of pollinated trees, nor can the tree supply any way to directly

enhance the number of pollinated trees; this still requires the FP. On the other hand, the
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Swarm Intelligence Algorithms can be modified to retain only their exploration compo-

nents. Thus we employed them in ”idle-mode” for the exploration portion only; fitness

value assessments were not used. This algorithm modification replaces all fitness values

based on the internal processing of those algorithms with random decisions. Then in the

following subsections, we will provide further explanation.

Swarm Intelligence Algorithm

We present three swarm methods in this chapter to solve the FP pollination problem. These

algorithms, which were inspired by the behavior of social insect colonies and other animal

societies, are known as Swarm Intelligence (SI) as a sub-discipline of MHS and are one

of the most commonly utilized approaches by researchers to overcome complicated issues

[116, 117, 118]. SI, in particular, is widely utilized as a source of inspiration in natural

biological systems, including the collaborative investigation of the behavior of individuals

from communities interacting with others locally. However, as previously stated, we adopt

an “idle-mode” variation rather than direct fitness evaluations on SI.

It is important to remember that the algorithms perform in concurrent mode, with each

FP mentioned being evaluated at a new position on a periodic schedule within the simula-

tion. There is no looping across all FP individuals, and neither is the algorithm controlled

centrally. Furthermore, all FP repositionings are typically constrained by not exceeding a

maximum distance from the hives. Every pollination step in the following algorithm cor-

responds to the descriptions given above, and the pollinated tree is in the condition that the

current FP is already carrying pollen collected from a different tree following the algorithm

steps.

Method 1: Idle-Jaya

We have previously discussed the Jaya algorithm in this chapter 3. We chose this

method since it has no parameters to configure and is recognized as a simple algorithm.

As previously stated, the concept of Jaya’s algorithm tends towards the best and away from

the worst; however, we altered the concept slightly for this experiment. The Idle-Jaya
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Algorithm 5.1: The Idle-Jaya
1: Initialize each FP position
2: Initialize each Tree position
3: while termination condition not satisfied:
4: FPcurrent choose two another random FP; FP1 and FP2.
5: Repeat until FP1 , FP2.
6: Get position of FP;

Xcurrent = FPcurrent position, X1 = FP1 position, X2 = FP2 position.
7: Calculate distance FP; d1 = d(Xcurrent − X1), d2 = d(Xcurrent − X2)
8: if d1 > d2:
9: X f ar = X1; Xnear = X2.

10: else
11: X f ar = X2; Xnear = X1.
12: end if
13: if r > 0.5 (chance to move to new position):
14: Normalized vector; Xtowards = X f ar − Xcurrent.
15: Normalized vector; Xaway = Xnear − Xcurrent.
16: Calculate new position using; Xnew = Xcurrent + (r ∗ Xtowards) − (r ∗ Xaway).
17: Update new position.
18: end if
19: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
20: if dtree ≤ 3 (Tnearest found):
21: if FP carry poll of Tpoll , Tnearest:
22: Pollination.
23: end if
24: FP carry poll of Tnearest; Tpoll = Tnearest

25: end if
26: end while

concept is moved randomly towards the further FP and away from the closer FP in the al-

gorithm below 5.1, which substitutes the idea of the best and worst individual in the regular

Jaya basic euation (3.1) state in Chapter 3.

In this version 5.1, known as ”Idle-Jaya,” two additional FPs are chosen at random,

with the closest designated as ”worst” and the furthest designated as ”best,” so that the FPs

will instantly try to approach the other FP that is farthest away. However, when each other

is adjacent to another FP, every FP will immediately keep away because it is detected as

”worst.” This condition makes it apparent that FP cannot explore together.
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Method 2: Idle-CSA

Algorithm 5.2: The Idle-CSA
1: Initialize each FP position
2: Initialize each Tree position
3: Set reach of step; reach.
4: Set base position; basepos.
5: Set radius; radius.
6: while termination condition not satisfied:
7: Choose another FP randomly.
8: Get a response from that FP.
9: response = getResponse().

10: < case : receiveposition >.
11: Define target move; m = response
12: Get current FP position; Xcurrent.
13: Calculate distance between target move and current FP position; d.
14: Calculate new position; Xnew = Xcurrent + (m − Xcurrent) ∗ r ∗ d
15: Memorize position; Xmemory = Xnew

16: Update new position.
17: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
18: if dtree ≤ 3 (Tnearest found):
19: if FP carry poll of Tpoll , Tnearest:
20: Pollination.
21: end if
22: end if
23: < case : giveposition >.
24: getResponse():
25: Xmemory = Xcurrent.
26: if r > awareness.
27: response = Xmemory.
28: else
29: response = basepos + r − radius.
30: end if
31: end getResponse
32: end while

Since the crow is considered an intelligent bird, researchers Askarzade [114] suggested

a study on optimizing the crow’s hunt for food, called the Crow Search Algorithm (CSA).
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The SI algorithm is adapted from the crow’s habit of storing food in hidden locations and

retrieving it when needed.

Xi,iter+1 = Xi,iter + ri. f li,iter(m j,iter − Xi,iter) (5.1)

Notation:

Xi,iter Position of crow i at time iter in search space;

ri Random number with uniform distribution between 0 and 1;

f li,iter Denotes the flight length of crow i at iteration iter;

m j,iter Denotes either the position of hiding place of crow j at time iter

or a random new location in search space (crows’ deception).
It is described in the algorithm of the Idle-CSA algorithm 5.2 that each FP can function

as both a position giver and a position receiver simultaneously. There is also a ”response”

parameter in Idle-CSA that provides a sign to other FPs. This ”response” parameter works

similarly to the ”memory” parameter in the standard CSA formula 5.1, but in Idle-CSA,

the ”response” parameter includes the previous memory value and also a random position

within range.

Method 3: Idle-Cuckoo Search via Lévy Flights Algorithm

The cuckoo search is an algorithm that integrates various cuckoo species’ breeding ac-

tivities with Lévy’s flying behavior. Cuckoo Search has two search modes: local and global

search, both regulated by potential redirects. Consequently, the global search space can be

investigated more efficiently, increasing the probability of discovering the global optimum.

Because of this reason, local searches contribute to around one-quarter of total search time,

whereas global searches contribute to three-quarters of overall search time [119]. The

primary distinction between other SI algorithms as a SI algorithm is that FP implements

various individual position updates to itself rather than other individuals, mimicking the

cuckoo parasite’s habit of laying its eggs in the nests of other birds.

In the formula (5.2), there is an entry-wise multiplication (Hadamard product) where

value is derived from both matrices, which must have the exact dimensions. The matrix c
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of the element-wise matrix product a ∗ b = c has the exact dimensions as dimensions a and

b.

X(t+1)
i = Xt

j + α
⊕

Lévy(λ) (5.2)

Notation:

X(t+1)
i Generating new solutions X(t+1) for a cuckoo j; Lévy step is added

to position of individual j;

α > 0 The step size which should be related to the problem scale;

α Weight factor of Lévy step;⊕
Entry-wise multiplications.

Algorithm 5.3: The Idle-Cuckoo Search via Lévy Flights Algorithm.
1: Initialize each FP position
2: Initialize each Tree position
3: Set reach of step; reach.
4: while termination condition not satisfied:
5: FPcurrent choose another one random FP, FP1.
6: Get current FP position; Xcurrent.
7: Get position of another FP; X1 = FP1 position.
8: Calculate cuckoo position using Eq. (5.2); Xcuckoo = X1 + RandomLevy() ∗ 0.1.
9: Calculate new position; Xnew = Xcurrent + reach ∗ Xcuckoo

10: Update new position
11: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
12: if dtree ≤ 3 (Tnearest found):
13: if FP carry poll of Tpoll , Tnearest:
14: Pollination.
15: end if
16: FP carry poll of Tnearest; Tpoll = Tnearest

17: end if
18: end while

Moreover, cuckoo searches are more efficient than ordinary random walks because

global searches engage Lévy flights instead of standard random walks. We add a ”reach”
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parameter to algorithm 5.3 that works as a multiplier to extend the Lévy Flight steps. We

assign a value of reach = 5 to this experiment. The details of Lévy’s flight will be described

in the following algorithm 5.4, which implements the same principle. The pollination pro-

cess will be pretty indolent if only the standard Cuckoo search algorithm is used, and FP

will be unable to pollinate cocoa flowers since the steps done by the Lévy Flight are pretty

limited. To avoid excessive FP shift, we adopt the suggested step size of 0.1. The following

method, which employs the same idea, describes Lévy flight details.

Individual Random Search

Random search is a class of numerical optimization methods that do not need the gradient

of the problem to be improved, allowing it to be utilized on neither continuous nor differ-

entiable functions. Iteratively moving to better positions in the search space, sampled from

a hypersphere surrounding the current position, is how random search works [120]. The

method presented here is a local random search in which each iteration relies on the can-

didate solution from the previous iteration. Individual random searches are conducted by

individuals who perform their random investigations without involving other FP locations.

Method 4: Lévy Flights

The Lévy flight is a random walk with an arbitrary stride length drawn from the Lévy

distribution with infinite variance and mean. Numerous researchers have discovered that

the Lévy technique is universal, and many modifications to improve the efficiency of Lévy

flights have been created [121]. Furthermore, Lévy flights are widely recognized for solv-

ing optimization-related diffuseness, scaling, and transmission problems. According to

Reynolds and Frye’s study [122], fruit flies influence Lévy’s or Drosophila melanogaster’s

flight-style irregular free-scale search patterns searching their surroundings by a sequence

of straight flight paths punctuated by abrupt 90° turns.

As with Idle-Cuckoo, we add a ”reach” parameter with the same value as Levy’s step

to this algorithm 5.4. This algorithm demonstrates that a random walk creates Levy flights

with stride lengths selected from the stable levy distribution. A simple power-law formula

is defined using the Levy probability distribution. A simple power-law formula is defined
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Algorithm 5.4: Individual Lévy Flight.
1: Initialize each FP position
2: Initialize each Tree position
3: Set β.
4: Set list sigma value; list sigma.
5: Set reach of step; reach.
6: while termination condition not satisfied:
7: if 0.5 < β < 1.95:
8: Calculate index; i = (β/0.05) − 1.
9: Get sigma, σ = list sigma[i].

10: Choose random value; r1, r2.
11: Calculate normal distribution 1; nd1 =

√
log(r1) ∗ (−2) ∗ cos(2πr2) ∗ σ

12: Calculate normal distribution 2; nd2 =
√

log(r1) ∗ (−2) ∗ cos(2πr2)
13: Calculate random Lévy; levy = nd1/|nd2|

(1/β)

14: end if
15: Calculate new position; Xnew = levy ∗ reach ∗ 0.1
16: Update new position.
17: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
18: if dtree ≤ 3 (Tnearest found):
19: if FP carry poll of Tpoll , Tnearest:
20: Pollination.
21: end if
22: FP carry poll of Tnearest; Tpoll = Tnearest

23: end if
24: end while

using the Levy probability distribution. The index of Levy distribution is 0 < β ≤ 2 [123]

as shown in the equation (5.3).

Lévy(s) ∼ |S |−1−β (5.3)

Multi-Agent System

A multi-agent system (MAS) is an agent that operates as a system composed of multiple

interacting computer components. MAS is considered a suitable nature metaphor for com-

prehending and building various sorts of artificial social systems. The MAS idea does not
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appear to be confined to a particular application domain but instead appears to be standard

across many application domains [124]. Although MAS is frequently used to simulate

self-regulating systems and emergent behavior, it has not been generally used for a random

search and immediate solutions to optimization problems in a generic sense. Pollination

Problems also has MAS application potential since it is not connected to the direct evalua-

tion of fitness functions.

Method 5: Defender-Aggressor-Game (DAG)

Figure 5.6: Rules for playing the Defender Aggressor Game.

We use a simple participation game based on the Defender-Aggressor-Game (DAG),

in which each participant selects two other players at random. As illustrated in Figure

5.6, we suppose that the chosen players are A and B. In this game, everyone attempts to

position themselves so that their A (the ”Defender”) player is constantly between them

and their particular B (the ”Aggressor” player). Everyone in this game aims to arrange

themselves with A and B at the exact time. This basic rule keeps the dynamic constant

with all agents moving randomly, with a low possibility that the pattern will settle to a

line-like arrangement of all participants [125].

As previously explained, for participation games, we add two parameters, ”aggressor”

and ”defender,” to this algorithm 5.5. FP will be randomly selected as players A (defender)

and B (aggressor) and then multiplied by the safety factor to generate a new position. The

safety factor value is 1.2, and this parameter allows FP to move farther behind the defender
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Algorithm 5.5: DAG
1: Initialize each FP position
2: Initialize each Tree position
3: while termination condition not satisfied:
4: FPcurrent choose two another random FP; FP1 and FP2.
5: Repeat until FP1 , FP2.
6: Get position of FP; X1 = FP1 position, X2 = FP2 position.
7: FP1 as aggressor, FP2 as defender.
8: Xnew = X1 + (X2 − X1) ∗ 1.2
9: Update new position.

10: Calculate distance between FP and nearest Tree; dtree = d(Xnew − Xtree).
11: if dtree ≤ 3 (Tnearest found):
12: if FP carry poll of Tpoll , Tnearest:
13: Pollination.
14: end if
15: FP carry poll of Tnearest; Tpoll = Tnearest

16: end if
17: end while

but not far enough. Values more than one but less than one are typical alternatives.

5.4 Experimental Evaluations

This section introduce the experimental results and the impact of FP behavior after im-

plementing the metaheuristic algorithm approach from the three different techniques. The

differences are demonstrated in Figure 5.7 by showing the average pollination of trees. The

time shown on the x-axis is in the range from 0 to 20 minutes. Pollination occurs on av-

erage between 0:00 and 0.59, according to the first minute of the graph. DAG pollinated

more trees in the first minute, with a mean value of 3.8, as shown in Figure 5.7a. Lévy

comes in second with an average score of 2.35, followed by Idle-CSA 2.2, Idle-Cuckoo

2.2, and Idle-Jaya 0.95.

Overall simulations revealed significant variations in results when swarm algorithms,

such as Idle-Jaya, Idle-CSA, and Idle-Cuckoo, were used, compared to searches that did
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(a)

(b)

(c)

Figure 5.7: The average results from all simulation. (a) Experiment I. (b) Experiment II.
(c) Experiment III.
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not utilize swarm behavioral method, such as Lévy flight and DAG from the average per-

centage results. Swarm search algorithms like Idle-Jaya, Idle-CSA, and Idle-Cuckoo need

longer time pollinate more trees, whereas Lévy and DAG flights pollinate more trees in

less time. Since this algorithm is intended to operate together in the search, this simulation

indicates that the swarm methodology in pollination here needs a longer duration of time.

However, because the range of each FP varies, more trees are pollinated in a shorter amount

of time when utilizing multi-agent system search and individual random search method. FP

operates independently without the need to interact with others FP. In other words, when

we use the SI method, we can see that the FP swarms are all clustered around the same

tree, where they can have all of the nectar but will not cross-pollinate before flying to an-

other tree. The nectar will no longer be available to other FPs once the first FP successfully

pollinated the tree.

Figure 5.7 represents the average result of the tree pollinated by FP based on time,

whereas Table 5.2 illustrates how much nectar the FP attempted to collect while exploring

the tree. It can be seen in Table 5.2 that the percentage value of Lévy flight and DAG in

experiment 2 is higher than in experiment 3, indicating that when there are more trees than

FPs, almost every FP can find nectar; however, when there are more FPs than trees, some

FPs are unable to obtain nectar.

Table 5.2: The average nectar amount from all simulations.

Algorithm Experiment 1 Experiment 2 Experiment 3
Idle-Jaya 9.55 12.10 15.50
Idle-CSA 10.10 13.20 13.95

Idle-Cuckoo 9.00 15.10 10.40
Lévy flight 10.50 18.80 15.50

DAG 11.70 17.70 16.80

The Gini Index is a well-known concentration index developed more than a century

ago by Corrado Gini [126] to assess the degree of disparity in income and wealth distri-

bution. The Gini index is the single best indicator of inequality, according to Morgan and

researchers [127]. Therefore in this simulation, we used the Gini Index to represent whether

FP nectar intake was distributed evenly and fairly among the FP population, as opposed to

a situation in which certain FPs consumed the most of the nectar on their own. Table 5.3
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shows the Gini index results for FP. The Gini index of all experiments indicated that FP

distributes nectar equitably since zero signified perfect equality between FPs and one in-

dicated maximal inequality between FPs; other than that, all values were equal. However,

the advantages of DAG over other methods stand out in this case.

Table 5.3: The Gini Index average of the simulated representation of FP distribution nectar.

Algorithm Experiment 1 Experiment 2 Experiment 3
Idle-Jaya 0.53 0.47 0.63
Idle-CSA 0.47 0.39 0.55

Idle-Cuckoo 0.49 0.40 0.64
Lévy flight 0.48 0.37 0.58

DAG 0.41 0.31 0.49

5.5 Discussion

The conclusion we can get after modeling cacao flower pollination scenarios using different

random search algorithms was that Lévy Flight and DAG outperformed selected SI search

method, especially Idle-Jaya, Idle-CSA, and Idle-Cuckoo Search (which also incorporates

Lévy Flight). In the first several minutes of the three case simulations presented, Lévy and

DAG flights pollinate more trees than Idle-Jaya, Idle-CSA, and Idle-Cuckoo. When com-

paring search algorithms to neural architecture search (NAS), the article [128] finds that

the evolutionary algorithm effectively optimizes NAS. Instead, in the case of Pollination

Problems, a random search may be faster, but it does not guarantee the best results.

This experiment also reveals that Idle-MH performs a random search like DAG and

Levy, but the difference is that the search procedure uses single or independent searches

and searches with population or swarm. This difference makes us wonder why the value

of the results differs so significantly. Further study is required to determine the reasons

underlying these findings.

The DAG method presented here is not that dissimilar to the standard evolutionary

algorithm. This state is related to a specific case of DE. The following summarizes the

classical DE procedure: A basic differential mutation procedure resulting from two distinct

individuals chosen from the population disrupts a randomly selected individual as the base
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vector. Then, to identify whether individuals survive, produce progeny candidates using a

one-to-one selection approach [129]. DE adds a vector of differences between two other

individuals, or a randomly chosen third place is the main point for a new search candidate

position. DE adds a difference vector between two other individuals, or a randomly chosen

third place is the primary point for a new search candidate position, while DAG accom-

plishes the same by adding a Defender and Aggressor difference vector to Defender. Thus,

we assume that DAG is a differential algorithm as well. DE is well-known for being a solid

MHS across various application cases while remaining simple to use and implement. DE is

also the preferred algorithm for addressing continuous real-valued optimization problems

[63, 130, 131]. Based on this assumption, we can conclude that DAG outperforms other

Idle-SI algorithms since it follows the same logic as DE.

Aside from DAG, the Lévy flight performed well, coming in second place following

DAG. These findings support Kishor Kisan Ingle and Ravi Kumar Jatoth’s [77] suggestion

to integrate Lévy flights into Jaya’s base algorithm to increase exploration and exploitation

capabilities throughout the search phase. This study recommends that Lévy flights be in-

cluded in Jaya’s base algorithm to allow global search in the early and local phases of the

final probe, therefore increasing the algorithm’s exploration and local optima avoidance

capabilities. However, Idle-Cuckoo Search, the SI method that originated from Cuckoo

Search, already involves Lévy flights, but the findings indicate the lowest performance of

all the algorithms investigated here.

What are the primary advantages of such a study? Furthermore, we cannot include

head-to-head competition between algorithms, as is typical in other studies of metaheuristic

algorithm application, such as [132]. This is merely owing to the deficiency of a fitness

function that is immediately available. Even when those algorithms are reduced to their

exploratory component, there are substantial disparities in the congruent objectives of tree

pollination contemporaneous with nectar collection. We can see that three different kinds

of algorithms related to the more general situation of random search strategies:

• Individual strategies, such as Lévy flight, allow each FP to pursue its trajectory in-

dependently of the other FPs. This argument also is well supported by biological

knowledge of insect flying patterns. We can confirm that it is a good strategy but not

the most outstanding quality method.
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• When determining the next move, the FP refers to one or more other FP positions.

This is generally implemented in all Swarm Intelligence algorithms. However, we

can see no substantial improvements in nectar consumption or an increase in the

number of pollinated trees. From a biological standpoint, it is similarly based on

the assumption that insects can distinguish their species amid other items in their

environment.

• A differential approach where the FP determines the next step depending on the offset

between two objects in the environment. Our study clearly shows the benefits of this

strategy: it pollinates the most significant number of trees while also ensuring the

most equitable distribution of nectar in the population. Moreover, the pun is on

”different objects” and not necessarily other FP to take as reference. This implies

that the same method may work well, for example, using other insect species as a

point of comparison. This method is subject to further investigations.

In practice, the promotion of diverse techniques can encourage pollination, which will

necessitate agricultural experiments. Another influence is on the analysis of related opti-

mization issues in this category of deferred fitness problems. In reality, we may discover

many problems previously challenging to approach, such as the evolution of parasitism as

an example of biology. Furthermore, there are corresponding restrictions throughout the

food supply chain, such as manufacturing agricultural goods arrive in a new state at several

consumer locations.

As a restriction on the proposed methodlogy scalability can be seen. While there are

no significant differences in relative number of pollinated trees by either increasing the

number of trees or the number of FP, and also there is no reason to change scale here

(consider limited range of FP), the analysis can not be extended to higher dimensions. The

search effort will increase exponentially with dimensions as stated by the famous Curse of

Dimensionality.
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5.6 Summary

In this chapter, we investigate a pollination optimization problem that also happens to be an

optimization problem with a deferred fitness evaluation. FP and tree interact in a smooth

but also contingent manner to accomplish this purpose.

We investigated three different search methods: fitness-free versions of Swarm Intelli-

gence Algorithm, i.e., Idle-Jaya, Idle-CSA, and Idle-Cuckoo Search; the Individual Ran-

dom Search method, i.e., Lévy flight; and finally, the Multi-Agent Systems search method,

i.e., Defender-Aggressor-Game (DAG). These methods were evaluated in order to simulate

cocoa flower pollination.

We chose cacao pollination as the simulation scenario since the cacao flower differs

from other flowers. The distinction is their small size (maximum diameter 3 cm), which

allows only tiny insects to pollinate them. Aside from that, self-pollination of inappropriate

types will not result in adequate fertilization; thus, cross-pollination is the only way to

ensure successful fertilization.

From the results of this investigation, we can recognize the differences between the

random search strategies. The DAG differential method has significant advantages in terms

of the main aim and ratio of pollinated trees. There was no significant difference in nectar

consumption or distribution, but there was a tendency toward better DAG values. In sum-

mary, we may infer that there is no best method in every situation. However, the findings

of these simulations for multi-agent and random search may be more relevant for pollina-

tion cocoa in the real world. The simulation approach is also intended to assist farmers

with inadequate pollination of cocoa flowers. The relevant settings and experiments may

also be carried out by farmers using the same simulation software to study the influence

of various factors on pollination, increasing cocoa plant productivity. Through utilizing

this simulation, farmers may use this simulation to manage or design the location of their

trees or plants, as well as the sequence of potential nests or breeding grounds for pollinator

nests. Besides, solve the problem of cocoa pollination, this simulation approach can also

contribute to the types of flowers that perform cross-pollination, such as apples, pumpkins,

daffodils, grasses, maple trees, and most flowering plants. The whole methodology actu-

ally refers to interlocked ecosystems, having pollinator and flowers/tree here, and thus can
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be considered to also study other such systems: parasite and host, mycelium and plants, to

name two currently hot research topics.
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Chapter 6

Conclusion and Future Works

The metaheuristic search (MHS) method has been widely implemented to various engi-

neering problems, and many experts attempt to enhance its performance to address new

and complex problems. Since MHS algorithms solve various problems in many areas, they

have become one of the most promising research areas. Therefore, the primary objective of

this research is to recommend novel application fields through the use of MHS algorithms.

We propose solving optimization problems in fields of real-world problems where MHS

have not yet solve them. So, to solve this problem, we utilize the problem model as an

application to solve the problem indirectly. In conclusion, we chose the title incubation of

MHS algorithms, where ”incubation” refers to the process of developing MHS algorithms

into a new application field out of their typical application modality, i.e. optimization..

The first approach is to conduct parametric research on MHS to understand better how

parameters are used. In this study, we were using the Jaya algorithm since it is parameter-

free and similar to PSO. Most known swarm-based algorithms include general controlling

parameters, such as particle number, or particular parameters, such as weights, personal

best, and globals best in the PSO algorithm, but this is different in Jaya’s method, which

lacks a general controller parameter. Therefore, we introduce weights to denote equal

weights on both the best and worst sides. Furthermore, the second best and second worst

impacts were investigated to understand better how the algorithm operates. According to

the findings of this investigation, Jaya still performs better without weighting parameters

for the majority of functions.
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The second approach is to incorporate MHS for Blockchain Proof of Work (PoW) to

address wasteful energy consumption in bitcoin usage. Utilizing the Traveling Salesperson

Problem as a model problem, we propose a concept for using iterative optimization tech-

niques to generate the PoW required to add a block to the Blockchain. The experimental

results showed that using the suggested concept in a real-world scenario can create robust

new schemes.

The third approach is to provide an Idle-Metaheuristic for flower pollination simula-

tion. We examined three random search methods: fitness-free versions of the Swarm In-

telligence Algorithm, i.e., Idle-Jaya, Idle-CSA, and Idle-Cuckoo Search; the Individual

Random Search method, i.e., Lévy flight; and, finally, the Multi-Agent Systems search

method, i.e., Defender-Aggressor-Game (DAG). These approaches were evaluated in order

to imitate the cocoa flower pollination scenario. We adopted cocoa pollination as the simu-

lation scenario because cocoa flowers are distinct from those of other plants. Since they are

tiny (maximum the diameter of the cacao flowers is 3 cm), only little insects can pollinate

them. We can see the differences between random search techniques based on the findings

of this investigation. There is an obvious advantage from the differential approach DAG in

terms of the main aim and the ratio of pollinated trees. There are no substantial differences

in nectar intake and distribution, although DAG has a higher value tendency.

Based on the results presented in each chapter, it is clear that each method used in this

study provides a different set of optimization solutions. We cannot expect them always

to discover the ideal solution, but we can expect them to find a relatively decent or even

optimal solution most of the time, and more crucially, in a reasonable amount of time.

Likewise, with several methods not utilized in this study, this does not imply that the algo-

rithm is worst; however, we have attempted some in previous experiments, and the intended

outcome was not obtained. Modern MHS algorithms almost always perform effectively for

a wide variety of complex optimization tasks. However, the MHS method has limitations

in some optimization problems. Wolpert and Macready showed in 1997 [133] that if algo-

rithm A outperforms algorithm B for some problems, then B will outperform A for other

problems. That is, there are no universally effective algorithms. The primary goal of op-

timization and algorithm development research is to develop or select the best appropriate

and efficient algorithm for a particular optimization problem.
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Furthermore, after conducting the experiments in this study, we could answer the re-

search question stated in Chapter 1.

1. The study findings indicate that the MHS algorithms could also be utilized to solve

other practical problems like in Chapter 4, which gives a solution to iteratively imple-

menting MHS methods to provide the PoW required to extend the Blockchain with

new blocks. Furthermore, in Chapter 5, the MHS algorithms solves a problem in a

new field inspired by nature, mainly the pollination of cacao flowers.

2. The MHS algorithms can be easily adjusted for a specific application, as evidenced

by the results obtained in this study to solve problems in Blockchain and Cocoa

Flower Pollination Simulations. As we did in the Jaya algorithm discussed in Chapter

3, we added parameters to the Jaya standard, but the results showed that the Jaya stan-

dard performs better without adding another parameter. Therefore, in Cocoa Flower

Pollination Simulation, we use the Jaya algorithm further, but instead of adding pa-

rameters, we adjust the concept to adapt to the FP search.

3. As described in Chapter 5, demonstrates that the MHS algorithms can be modified

for use in other application domains. We propose an ”idle-mode” SI algorithm for

exploration without evaluating fitness values. We modify the algorithm to substitute

all fitness value-based internal processing with arbitrary decisions.

The three approaches also provide knowledge about how to improve the effectiveness

of the MHS algorithms in overcoming different fields by setting parameters as efficiently

as possible according to the problem to be solved. These three approaches indicate that

implementing MHS algorithms can solve the problem in this study by indirectly solving

the optimization problem through the concept of the same problem model. In addition,

the results of the study of these three approaches also show that parameter settings in the

MHS algorithms are not so difficult to use, and each parameter can be adjusted to solve

the real-world problem. This study is expected to assist other researchers in improving

and developing the performance of MHS algorithms used to deal with other real-world

difficulties.
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The conclusions of the optimization utilizing the MHS algorithms here indicate that

our recommended methods are efficient and promising; however, the work in each research

approach was only partially completed, and there are possibilities worth studying. The

following are a few relevant research topics that can be explored for future study.

• We must continue to delve into the Jaya algorithm (one of the MHS algorithms we

chose to study parametric studies). This algorithm requires further research because

the original statement ”towards the best and away from the worst” may not tell the

whole story leaving some assumptions unaddressed. In addition, we would like to

investigate by using the Sugeno measure for weight assignment and compare it to

the Jaya algorithm to consider the influence of the weights and the parameters from

these two method. The Sugeno measure is a non-additive measure that is a significant

generalization of the probability measure developed by Sugeno [134] in 1974. Since

the Sugeno measure frequently solves situations requiring a minimum and maximum

weighting [135, 136, 137], we consider implementing it and comparing it with the

Jaya algorithm.

• In Blockchain issues, we only use PSO and QPSO and do not try other heuristic

and MHS algorithms to optimize it. We can attempt another algorithm approach and

compare it for further insights on this issue.

• As mentioned in Chapter 5, there is a significant difference in results between the ran-

dom search and Idle-MH methods adopted, and further research is needed to deter-

mine the specific explanation for the difference in this MHS procedure. In addition,

we must continue to explore the EC and SI methods to see more possible findings in

the future.

• After implementing a MHS algorithms on pollinating cocoa flowers, we can make ad-

ditional changes to be more advantageous to farmers by enhancing the post-pollination

process, specifically the production of cocoa beans that will be supplied to customers.

In addition, we considered implementing the Taguchi [138] method in the develop-

ment of this study. The Taguchi method is used in the development of this study to

design experiments and determine different parameter settings of each algorithm that
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produce the best quality characteristics (performance measures) to achieve the goal

of producing high-quality products at low costs for manufacturers.
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